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PHYSICAL AND TECHNICAL ENERGY PROBLEMS

SHORT-TERM FORECASTING OF LOADS AND WIND POWER FOR
LATVIAN POWER SYSTEM: ACCURACY AND CAPACITY OF THE
DEVELOPED TOOLS

V. Radziukynas, A. Klementavicius

Riga Technical University,
1 Kalku Str., Riga LV-1658, LATVIA

The paper analyses the performance results of the recently developed
short-term forecasting suit for the Latvian power system. The system load and
wind power are forecasted using ANN and ARIMA models, respectively, and
the forecasting accuracy is evaluated in terms of errors, mean absolute errors
and mean absolute percentage errors. The investigation of influence of addi-
tional input variables on load forecasting errors is performed. The interplay
of hourly loads and wind power forecasting errors is also evaluated for the
Latvian power system with historical loads (the year 2011) and planned wind
power capacities (the year 2023).

Keywords: forecasting error, short-term forecasting, system load, wind
power, wind speed.

1. INTRODUCTION

The ongoing large-scale integration of wind power plants into EU countries
and extended cross-border transfers of load flows bring challenges to transmission
system operators (TSOs) as how to schedule and control the intermittent loads, gen-
eration and transit in a transparent, secure and optimal way [1]-[3]. It leads to the
increased need for short-term forecasts enabling TSOs to better match generation
and loads and reduce the transboundary propagation of related imbalances [1]-[3].

The need for a good short-term forecasting practice is arising in Latvia as
well where (1) the adequacy of system loads and generation is highly dependent on
availability of hydro resources; (2) the high transit across Baltic power system (PS)
are expected with implementation of the Baltic Energy Market Interconnection Plan
(BEMIP); and (3) large wind power capacities (in respect of system load) will be
connected to: up to 500 MW in Latvian PS by 2023 and 800 MW and 1000 MW in
neighbouring Lithuanian and Estonian PSs, respectively [4]-[6].

In response to the situation as such, a new short-term forecasting suit was
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developed consisting of 3 tools (computer programs). LOADS-LV and WIND-LV
tools serve for system load and wind power forecasting, respectively, and are based
on the well-known forecasting models: ANN (Artificial Neural Network) — for loads
and ARIMA (Autoregressive Integrated Moving Average) — for wind power. JOINT-
LV, the 3rd tool, serves for the combined forecast. In general, both ANN and ARIMA
models are problem dependent and their customisation to the problem is often con-
ditioned on input data. The tools are customised to Latvian weather and load profile
situation. The current paper aims at the evaluation of operability and effectiveness
of these tools.

The early application of ANN model for short-term load forecasting refers to
1992 [7] and first comprehensive review of models application seems to be published
in 2001 [8]. Although a number of authors point to the good forecasting results, it
can hardly be generalised as a rule. Specifically, when dealing with the complete set
of all the days in the year, which present dissimilar profiles, the ANN model cannot
offer good forecasts [9].

The forecasting for wind power gained momentum in the early 1990s when
the increase of the installed wind energy capacity all over the world attracted the at-
tention of electricity companies, wind energy promoters and researchers towards the
short-term prediction, mainly motivated by the necessity of integration into the grid
of an increasing “unknown” (fluctuating) amount of wind power. The comprehen-
sive review of the forecasting methods over the 30-year period can be found in [10].
ARIMA and other time series models were addressed to significant extent and some
authors point to a good performance of ARIMA model [11], [12]. Nevertheless,
since acceptable forecasting time horizon of ARIMA is 610 h, the strengthening of
ARIMA capacity is achieved by means of its modification, e.g. fractional-ARIMA
[13] or hybrid applications (combined with other models) [14], [15].

In addition to the evaluation of performance of the developed forecasting
tools, the current paper sets the goals to investigate:

1) How influential may additional input variables (weather temperature, wind
speed, weekday index) be on the accuracy of load forecasting?

2) Presuming that forecasting errors of load and wind power should be com-
pensated by Latvian TSO, what decrease of load-frequency regulation reserves could
be gained due to the self-cancellation of positive and negative errors?

2. INPUT TO FORECASTING TOOLS

The following input variables have been applied to the forecasting models:
* forload forecasting (LOADS-LV tool):

(1) Historical power system loads [16];

(2) Weekday index (workday, weekend) of a load;

(3) Past and future (next-day) weather temperatures (both historical);

(4) Past and future (next-day) wind speeds at 10-m height (both historical);
»  for wind speed forecasting (WIND-LV tool):

(5) Historical wind speeds at 10-m height.
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All variables are presented as hourly data. The data arrays elapse over 4
months, from 1 Nov 2011 to 29 Feb 2012, which constitute an investigation period.
Data (3)—(5) are records of meteorological data for Riga site (Central Latvia) [17].
They can be a priori thought of as all-Latvian averages.

The input data (1)—(4) are employed for model identification, training, valida-
tion, testing and forecasting purposes, while the input data (5) — for model identifica-
tion and forecasting purposes.

Since Ref. [17] presents the wind speeds as whole numbers (e.g. 5 m/s), these
should be considered very rough values for forecasting purposes. We derived the
“rounded out” values from these whole numbers by adding a random fraction (-0.4,
-0.3,...,0.5). Thus, the “rounded out” speeds contain one decimal number after the
decimal point (e.g. 5.4 m/s).

The load profile over the investigation period seems to be rather variable with
mean load 890 MW, maximum load 1320 MW and, respectively, the load factor
0.67. Separated by weekday type, mean workday load accounts for 925 MW vs mean
weekend load 815 MW. The minimum load in the investigation period is recorded
510 MW. The temperatures range from -30 °C to 10 °C. The maximum hourly wind
speed (10-m height) was 11 m/s and the number of calm hours (at a wind speed <
2m/s) was 255 h from a total of 2904 h.

The wind power capacity was simulated to be connected in amount of 500 MW.

3. FORECASTING PROCEDURE
3.1.  Load Forecasting Procedure

As known, ANNs are trained by adapting a network and comparing the output
obtained with the input training and target data. The training is carried out until the
network output matches the target data. Feed forward neural networks permit the
signals to travel from an input layer to an output layer in only one way, which means
that the output of any layer does not affect the same layer. The layer in between these
two layers is the hidden layer. The neural networks use weights for each input vari-
able and a bias that acts as a threshold to produce outputs. They further use learning
algorithms to fine tune the weights and biases of a network such that the output can
be obtained from the weights and biases. The learning algorithm is effective if a
small change in the weights and biases leads to a small change in the output [18].

The load forecasting was performed in the sequence of steps corresponding to
algorithms implemented in the LOADS-LV tool.

1) Network Identifier

The algorithm works within the MATLAB toolbox ANN. It sets up (identifies)
the structure and characteristics of the neural network so as to fit a specific problem.
Like in usual practices, a network is identified by experimentation. Identification pe-
riod for the considered problem was chosen 3 months back from the start of the fore-
casting period (1 Feb 2012). Four network models were identified (and subsequently
trained, see an algorithm below) using 4 different identification data sets (Table 1):



Identification Results of ANN for Latvian Short-term Load Forecasts

Table 1

Identification charac-
teristic

Identification data set

workday loads
only

weekend loads
only

workday loads,
temperatures,
wind speeds

weekend loads,
temperatures,
wind speeds

Network type/paradigm feed forward feed forward feed forward feed forward
Number of hidden layers 2 2 2 2
Number of hidden Ist layer — 3 Ist layer — 6 Ist layer — 6 Ist layer — 7
neurons 2nd -4 2nd -4 2nd -7 2nd -7
Transfer function linear linear linear Linear

2) Network Trainer/ Retrainer

This algorithm works mostly concurrently with Network Identifier. 1t trains
the identified network to find the implicit relations between the input variables and
outputs. The outputs are next day hourly loads (forecasts). The training period coin-
cides with the identification period (1 Nov 2011 —31 Jan 2012) and is split to 70 % of
hours for training, 15 % for validation and 15 % for testing. The supervised training
was exercised when the weekday index was pointed to.

The separate training sets were applied for workdays and weekend days as
well as for baseline input (loads) and extended input (loads, temperatures, wind
speeds).

3) Load Forecaster

This algorithm produces 24-hour load forecasts for the next day imitating the
forecasting time at 24:00 of the previous day and using the input of historical data
from the 3 preceding months. The input period is moved consecutively by one day
for each new day. In the end, the last new day of the forecasting period was 29 Feb,
with the preceding input period from 29 Nov to 28 Feb. During the process, the re-
training was not addressed.

4) Accuracy Evaluator: Load power forecasts are compared with actual wind
powers and the relevant forecasting errors are calculated: errors, absolute errors
(AE), mean absolute errors (MAE), absolute percentage errors (APE), mean abso-
lute percentage errors (MAPE), etc.

3.2.  Wind Power Forecasting Procedure

The indirect forecasting of wind power is implemented by the forecasting tool
WIND-LV, i.e. wind power forecasts are not derived from historical wind power time
series but calculated from the wind speed forecasts.

The ARIMA model was taken as a basis for WIND-LV as most promising
for purpose of this investigation after preliminary revision of parametric models
ARMA, ARX, ARMAX, ARIMAX, etc. The ARIMA model is expressed as follows:

C@)

A(q) () =me(0a (1)



where y(?) — direct system output at time moment ¢;
g — time delay operator, i.e. ¢ 'u(t)=u(t-1) ;
u(t-1) — input signal;
A, C — polynomials;
e(t) — white noise.

WIND-LV consists of the following algorithms:

1) Height Calculator: Time series of historical wind speeds at 10-m height is
upscaled to the time series for the selected hub heights. For the problem in question,
the “rounded-out” wind speeds were converted to those at 80-m height using classi-
cal Hellman exponential law formula [19]:

L{i)a o
VO HO
where v — speed to the height H,

v, — speed to the height H

o — friction coefficient or Hellman exponent. Assuming that the Latvian wind
farms would be constructed in open landscape, o value was taken to be 0.14[19].

2) ARIMA Identificator: Structure of ARIMA model is identified using MAT-
LAB ARIMA toolbox.

In the considered problem, Latvian wind speed data of Jan 2012 were used for
model identification. The procedure was done by experimentation in the same way
as in [20]. Identification resulted in parameter values p=3, d=1 and g=4.

3) Speed Forecaster: The ARIMA model produces the short-term forecasts of
wind speeds at the chosen hub height. The forecasts are derived from the 3-day past
data input.

4) Power Converter: Wind speed forecasts are converted to wind power using
the power curve of country-specific wind turbine. The curve of Enercon turbine E-82
was assumed to be a typical one for the planned Latvian wind parks [21].

The option for geographically differentiated wind speed forecasting is also
implemented in the WIND-LV tool. As seen from Fig. 1, the total wind power capac-
ity can be broken down up to the level of individual or aggregated wind parks.

5) Accuracy Evaluator: Wind power forecasts are compared with actual wind
power and the relevant forecasting errors are evaluated.

Verification of the WIND-LV tool included the search of tool maximum fore-
casting time horizon and investigation of forecasting errors for a total of 500 MW.

3.3. Consolidation of System Load and Wind Power Forecasts

The hourly forecasts from the LOADS-LV and WIND-LV tools are supplied as
inputs to the JOINT-LV tool, which integrates them into one consolidated load (see
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Fig. 1).
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Fig. 1. Structure of the forecasting suit for Latvian power system: P, — load,
P, — wind power, v — speed.

Here, the investigation was focused on the interplay of forecast errors in order
to identify the extent to which they cancel each other. For each pair of hourly load
and wind power, the errors are calculated (3) and combined (4) as:

B, =L7 -1

3
EWi = GIZ/? - GVj;i’ ®

where E,, and E}, — load and wind power forecasting errors for i-th hour;
L L —actual and forecasted loads for i-th hour;
Gy Gy, — actual and forecasted wind power for i-th hour.

E,, =E, +Ey, “4)

where Ej; — joint forecasting error for i-th hour. The joint error effect is achieved
when

|Egi| <|Ewi|+ |yl )

The investigation covered 1 month of Latvian PS operation in hypothetical
situation with loads from Feb 2012 and planned wind power 500 MW in 2023.

4. RESULTS AND DISCUSSION

The results of load forecasting are presented in Figs. 2—4, wind power fore-
casting — in Figs. 5 and 6 and combined forecasting results — in Fig. 7.

Figure 2 shows the general view on the accuracy of hourly load forecasts by
comparison of forecast and actual load curves. The accuracy can easily be seen to be
good, with small errors, without domination of negative or positive forecasts. Fig-
ure 3 quantifies the accuracy in terms of mean absolute percentage error (MAPE).
The least error appeared in the 24th hour of day cycle with the values of 2.6 % and
2.8 %, while the largest values 5.4 % and 4.5 % were reached in the 6th hour.
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Fig. 2. Latvian hourly load forecasts versus actual loads under next day forecast lead time, Feb 2012.
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Fig. 3. Latvian load forecasting MAPE as monthly means for each hour of a day cycle under next day
forecast lead time, Feb 2012.

Figure 3 also points to an unexpected finding that an increase in the input
variable number adversely affects forecasting accuracy. This finding is confirmed in
terms of daily MAPE by comparison of forecasts under baseline input (loads only)
and extended input (loads, temperatures, wind speeds) in Fig. 3. Such a deterioration
can be explained by a negligible or weak correlation:

* 0.04 between loads and temperatures,

* 0.27 between loads and wind speeds,

*  0.35 between wind speeds and temperatures
in the investigation period (4 months).

a
VA
A /A o\ '
~ | \ JN\ |/
A [\ ] \ AL NS
ENIVARVi\IPA N | V.4
‘ VINSA W\

Fig. 4. Daily MAPE of Latvian load forecasting under next day forecast lead time, Feb 2012: 1 —
hourly loads as a single input variable; 2 — hourly loads, day type attribute, outdoor temperatures and
wind speeds as multiple input variables.
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The investigation for maximum forecasting horizon for wind speeds yielded
the trend of consistent degradation of accuracy with the increase in forecast lead
time. Figure 5 presents the results of this search where forecasting is imitated to be
performed each day from 00:00 and 12:00 for 1-12 hours ahead, from 1 Feb to 29
Feb. Thus, every monthly MAE is derived from 58 AE values. Figure 5 demonstrates
rather mediocre forecasting capability of ARIMA model, mainly due to the MAE
values exceeding 1 m/s for 1-2 h lead time. The acceptable maximum time horizon
could be set to no more than 6 h with 1.8 m/s MAE value.

MAE

m/s
2,5

>
23 /
21 A

1,9 /

17

1,5 /
1,3
—

1,1

1 2 3 4 5 6 h 7 8 9 10 11 12

Fig. 5. Monthly MAE of hourly wind speed forecasts under lead time 1-12 h for Riga site, 80-m
height, Feb 2012.

Further wind speeds were forecasted with 6-h lead time. Both these forecasts
and actual wind speeds (Feb 2012) were converted to hourly wind power values us-
ing the aforementioned E-82 power curve for 500 MW capacity rating. The forecast-
ing errors in terms of daily MAPE are presented in Fig. 6. After filtering out 4 values
above 20 % as unacceptable from a total of 29 ones, the forecasting accuracy can be
considered mediocre but acceptable, with 10-12 % monthly average of remaining
25 daily MAPE.

MAPE
5 35
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Fig. 6. Daily MAPE of Latvian wind power generation forecasts under 6-h lead time for each hour,
Feb 2012 (wind speeds) and 500 MW of planned wind power.
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Fig. 7. Combinations of forecasting absolute errors for the 6th hour under weather conditions
of Feb 2012 for Latvian maximum load of 825 MW and wind power capacity of 500 MW:
L - load, G — wind power.

Results of investigation of forecasting error interplay is presented in Fig. 7. It
refers to the 6th hour of each February day when forecasts were made as next-day
forecast for load and 6-h lead time forecast for wind power. The contraction of joint
error due to the different signs of single errors (for load and wind power) can be
observed in certain days but it never falls below any of its single errors. After sum-
marising all 29 days, the contraction of joint error was evaluated to be 13 % as seen
from the following:

*  88.6 MW — monthly mean joint error for non-cancelling single errors
summed up as |L| +G|;

* 77.4 MW — monthly mean joint error for cancelling single errors |[L + G|:

* 11.2 MW (13 %) — contraction rate.

5. CONCLUSIONS

A new short-term forecasting suit developed for the Latvian power system
consisting of LOADS-LV, WIND-LV and JOINT-LV tools for system load, wind
power and combined forecasts, respectively, demonstrated acceptable suitability for
power system needs, with good performance for load forecasting (ANN model) and
mediocre performance for wind speed forecasting (ARIMA model).

Extended input to load forecasting ANN model may lead to less accuracy than
baseline input (historical loads only). The reason lies in the weak load correlation
with weather temperatures and wind speeds, which hinders the model to capture the
true relations between input and output variables.

The combined short-term forecasting of load and wind power brings down the
joint forecasting error to appreciable extent.
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SLODZES UN VEJA JAUDAS ISTERMINA PROGNOZESANA LATVIJAS
ENERGOSISTEMALI: IZSTRADATAS METODIKAS PRECIZITATE UN
VEIKTSPEJA

V. Radziukynas, A. Klementavicius

Kopsavilkums

Raksta veikta Latvijas energosistemas slodzes un v&ja jaudas Tstermina
prognozeésana. Analiz&ti iegiitie rezultati. Energosistémas slodzi un v€ja jaudu var
prognozet, izmantojot ANN un ARIMA modelus. Prognozésanas precizitati var
novertet ar videjo absoliito klidu un vid&jo absolito klidu procentos. Tika pétits ka
slodzes prognozesanas kliidu ietekmé& dazadi energosist€émas parametri. Izmantojot
Latvijas energosistémas vesturiskos parametrus (2011.g.), tika noteiktas ikstundas
slodzes un v&ja jaudas prognozesanas kltidas, ka arT prognozgeta planota veja jauda
2023. gadam.
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One of the main research directions of Ventspils International Radio
Astronomy Centre (VIRAC) is radio astronomy and astrophysics. The instru-
mental base for the centre comprised two fully steerable parabolic antennas,
RT-16 and RT-32 (i.e. with the mirror diameter of 16 m and 32 m). After long
reconstruction, radio telescope RT-32 is currently equipped with the receiving
and data acquisition systems that allow observing in a wide frequency range
from 327 MHz to 9 GHz. New Antenna Control Unit (ACU) allows stable,
fast and precise pointing of antenna. Time and frequency distribution service
provide 5, 10 and 100 MHz reference frequency, 1PPS signals and precise time
stamps by NTP protocol and in the IRIG-B format by coaxial cable.

For the radio astronomical observations, main requirement of spatially
Very Long Base Line Interferometric (VLBI) observations for the observatory
is precise synchronization of the received and sampled data and linking to the
exact time stamps. During October 2015, radio telescope RT-32 performance
was tested in several successful VLBI experiments. The obtained results con-
firm the efficiency of the chosen methods of synchronization and the ability to
reproduce them on similar antennas.

Keywords: radio telescope, antenna control system, time and frequency
synchronization

1. INTRODUCTION

One of the main research directions of Ventspils International Radio Astrono-
my Centre (VIRAC) is radio astronomy and astrophysics. The instrumental base for
the centre comprised two fully steerable parabolic antennas, RT-16 and RT-32 (i.e.
with the mirror diameter of 16 m and 32 m). The telescopes were built in the 60s of
the last century and used for military purposes. The reconstruction and instrumental
refurbishment carried out for last years by VIRAC engineering team and various
Latvian and international contractors made it possible to use these radio telescopes
for the international scale fundamental and applied research in the field of radio
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astronomy. The most important aspect of the work is participation of RT-32 in the
VLBI (Very Long Baseline Interferometry) international experiments. To use radio
telescope RT-32 as a stable and reliable VLBI station it must comply with several
performance criteria: fast, stable and precise pointing and tracking, receiver and data
acquisition system compatible with VLBI standards and properly organised synchro-
nization of all components.

2. SCHEMATIC DIAGRAM OF THE RADIO TELESCOPE RT-32

Operation of the radio telescope depends on the smooth and coordinated op-
eration of various internal systems. Overall, schematic diagram of radio telescope
RT-32 components is presented in Fig 1. Conventionally, a radio telescope operation
can be divided into the following groups:

» Systems intended for the registration of a radio signal, digitizing the data

and writing them on the media.

* Antenna Motion Control Systems, including monitoring and control of
motors, the calculation of antenna pointing and movement trajectories
generation, controlling of antenna position ad status sensors.

* Secondary systems for the monitoring of the weather situation, logging of
antenna status, recorded data quality and other.

*  However, for the successful functioning of a radio telescope as an instru-
ment able to solve scientific and applied goals, a stable and highly accu-
rate synchronization of all systems is needed. For these purposes, on the
RT-32 time and frequency distribution service are used.
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Fig. 1. Schematic diagram of systems incorporated in the radio telescope RT-32.

3. TIME AND FREQUENCY DISTRIBUTION AND CONTROL SERVICES

For the radio astronomical observations, the main requirement of spatially
Very Long Base Line Interferometric (VLBI) observations for the observatory is pre-
cise synchronization of the received and sampled data and linking to the exact time
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stamps. Precise time is also needed for accurate calculations of current coordinates of
the antenna and the observed objects. As the frequency and time standard for RT-32
an active hydrogen maser Quartz CHI1-75A is used, which generates reference fre-
quencies of 5, 10 100 MHz and 1PPS signal. 5 and 10 MHz reference frequency are
required for radio telescope receiver units, enabling stable work of their Local Oscil-
lators. Additionally, 10 MHz sinusoidal reference signal is supplied to the radio tele-
scope digital backbends (DBBC and TN-6) and ensures coherent data digitalization.

For the setting and checking the time scale “Symmetricom XL-GPS Time and
Frequency” system is employed. This GPS receiver generates one-second pulses
based on the signals from GPS satellites. In addition, it has an NTP-server provid-
ing accurate time transfer to all devices of the telescope via a LAN (Local Area
Network).

To control the synchronization of the observatory acquisition systems, a four-
channel oscilloscope R&S RTO 1014 is applied, which displays the PPS signals
from GPS, DBBC, Mk5b, 10 MHz from DBBC and 10 MHz from hydrogen fre-
quency and time standard. In the case when one of the devices loses synchronization,
this will be easily detected on the oscilloscope’s display.

For long-term control of active hydrogen maser Quartz CH1-75A perfor-
mance and stability, 1PPS signal from CH1-75A and 1PPS signal from GPS receiver
are connected to the digital counter Agilent 53132A, which calculates difference
between these signals. Digital counter sends this data to the observatory server by
GPIB-Ethernet interface.

4. RECEIVING AND DATA ACQUISITION SYSTEMS OF
RADIO TELESCOPE RT-32

Selection of receiving systems is determined by scientific and applied tasks,
which are topical for VIRAC observatory. At present, VIRAC works in the following
directions:

* investigation into the motion parameters of objects in the near-Earth space
(space debris, satellites, asteroids) and planets;

» studying the Earth’s ionosphere;
* studying the solar radio emission;

* observations in the international VLBI-networks, including the European
VLBI network (EVN).

To achieve these objectives, it is possible to use the following receiving
systems:

e 327 MHz (92 cm, P band) — primary focus, VLBI;

* 1.6 GHz (18 cm, L band) — secondary focus, GNSS satellites tracking,
VLBI;

*  4.5-8.8 GHz (6 cm; C, M, X bands) — secondary focus, VLBI, space de-
bris radio location;

*  6.9-9.3 GHz (3.74.2 cm) — secondary focus, solar spectro-polarimetric
studies [1], [2].
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For the receivers 327 MHz and 4.5-8.8 GHz the signal generator
Rohde&Schwarz (R&S) SMP 04 is used as the Local Oscillator (LO) synchronized
by a hydrogen frequency standard.

For digitalization and registration of the received signal, at the RT-32 two
independent systems are used: TN-16 — the NIRFI terminal for signal record with a
sampling frequency up to 16 MHz (developed at the Radiophysical Research Insti-
tute, Nizhny Novgorod) and DBBC — the Digital Base Band Converter (developed
in the last decade at the Institute of Radioastronomy, Noto) as a generic, modu-
lar radio-astronomical data acquisition architecture to be used inside the European
VLBI community [3].

The signals applied at the inputs of TN-16: the analogue input signal, clock
signal (up to 16 MHz), 1PPS (pulse-per-second) reference signal from the hydrogen
frequency standard and 5 V from a DC voltage.

The DBBC unit is composed of a base box (containing power supply, con-
trol computer, clock distribution and JTAG interface), and a stack of small modular
boards, which can be composed according to the user needs. The first and the last
modules in the system (FILA boards) provide the control signal distribution, a DAC
for monitoring, and the electric interface to the standard VSI bus to the VLBI data
recorder. The digitized signal is fed to Mk5b by VSI-H interface. For its operation,
DBBC requires the following input signals: 10 MHz reference and 1PPS (supplied
by a hydrogen frequency standard). For control of the input signal, the internal syn-
chronization and sampled band DBBC are fitted with the following outputs: “RF
out” and “RF monitor” for each of the four Conditioning Modules, “1 PPS out”, “10
MHz out” and “AnalogOut”, which allow checking all sampled channels.

The system Mk5b (connected to DBBC through VSI-H cable) is used for re-
cording the sampled data flow. For synchronization, Mk5b uses 1PPS and 32MHz
signals obtained through VSI-H interface from the DBBC [1], [2], [3].

5. ANTENNA MOTION CONTROL SYSTEMS

In the radio telescopes RT-32 and RT-16 for the antenna motion control, the
Antenna Control Unit (ACU) developed by MT Mechatronics Company is used.

The purpose of the ACU is to provide a high quality stable tracking behaviour
enabling the scientist to track star objects, the sun or satellites. New ACU system
was installed during refurbishment of these radio telescopes, which was finished at
the end of summer 2015. The old motors and drive system were replaced, and tele-
scopes were equipped with a new servo system. At present, the telescope axes are
controlled by the ACU, which consists of several modules and interfaces.

The software comprises the following basic parts:

» Facility Control Module: Temperature Sensors, Safety System, Fieldbus
and Power Status;

*  HMI Module: Handling of HMI interfaces;

* Axis Module: Trajectory Generator, Axis Command Handling, Axis State
Machine;
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* Pointing and Tracking Module: Program Tracking, TLE Tracking, Time
System.

External Interfaces to the software are:

*  The EtherCAT Field Bus controller that communicates with all drive sys-
tem components, e.g. motor modules, encoder systems, serial interfaces
and MTM clock module.

*  The Tcplp Interface that handles the communication with different HMI
visualizations and radio telescope remote connection.

*  Beckhoff ADS internal connection that is used for diagnosis, logging and
debugging [4].

The ACU module is integrated in the radio telescope control system (RT-Con-
trol), which coordinates work of all radio telescope components. One of the major
parts of RT-Control is a Field System (FS) — software unit developed by NASA. The
FS control while the observational process: defines targets for ACU, sets working
frequencies in the DBBC, sets recording time and mode in the Mk5, additionally
records weather conditions received from a local meteorological station. As all men-
tioned units should work synchronously, correctly organised time synchronization
is of particular importance. In the VIRAC observatory, time signals are distributed
from a local NTP timeserver. In the Windows based computers, NTP time is set by
“SP TymeSync” software package written by Alexander Panchenko. In turn, Linux
machines use their own NTP daemons.

In addition, to provide reliability, ACU obtains time directly from a GPS re-
ceiver using IRIG-B 123 standard format for transferring timing information by co-
axial cable.

6. CONCLUSIONS

After long reconstruction, the radio telescope RT-32 is currently equipped
with the receiving and data acquisition systems that allow observing in a wide fre-
quency range from 327 MHz to 9 GHz. New ACU allows stable, fast and precise
pointing of antenna. Time and frequency distribution service provides 5, 10 and 100
MHz reference frequency, 1PPS signals and price time stamps by the NTP server and
in the IRIG-B format by coaxial cable.

During October 2015, the performance of radio telescope RT-32 was tested in
several successful experiments: GNSS satellite tracking tests; VLBI observations in
frequency bands of 1.6, 5, 6.7 and 8 GHz in collaboration with EVN network; VLBI
observations of GNSS satellites at 1.6 GHz in collaboration with the Radiophysical
Research Institute, Nizhny Novgorod.

The obtained results confirm the efficiency of the chosen methods of synchro-
nization and can be reproduced on similar antennas.
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VSRC RADIO TELESKOPA RT-32 LAIKA UN FREKVENCES
SINHRONIZACIJA

V. Bezrukovs

Kopsavilkums

Viens no Ventspils Starptautiska Radio Astronomijas Centra (VSRC) galve-
najiem darbibas virzieniem ir radio astronomija un astrofizika. VSRC instrumentalo
bazi veido divas pilnigi grozamas paraboliskas antenas RT-16 un RT-32 (ar spogula
diametriem 16 m un 32 m). P&c ilgas rekonstrukcijas, radioteleskops RT-32 Sobrid
ir aprikots ar uztverSanas un datu registracijas sistému, kas lauj veikt novérojumus
plasa frekvencu diapazona no 327 MHz lidz 9 GHz. Jauna antenas vadibas sist€ma
(ACU) lauj nodrosinat stabilu, atru un precizu antenas uzvadisanu un sekoSanu. Lai-
ka un frekvences dienests antenas mezgliem nodrosina 5, 10 un 100 MHz referencu
signalus, vienas sekundes (1PPS) impulsus un precizus laika markerus ar NTP pro-
tokolu un IRIG-B formatu caur koaksialo kabeli.

Radio astronomiskajiem novérojumiem, Tpasi liclas bazes interferometriskiem
(VLBI) novérojumiem, galvena prasiba ir registréto signalu un nociparoto datu
sinhronizacija un nodrosinasana ar preciziem laika markeriem.

No 2015. gada oktobra radio teleskopa RT-32 veiktspgja tika parbaudita
vairakos veiksmigos starptautiskos VLBI eksperimentos. legttie rezultati apstiprina
izv€léto sinhronizacijas metozu efektivitati un iesp&ju reproducét tos uz lidzigam
antenam.

02.11.2015.
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Monitoring of temperature, humidity and air flow velocity is performed
in 5 experimental buildings with the inner size of 3x3x3 m?®located in Riga,
Latvia. The buildings are equipped with different heating systems, such as an
air-air heat pump, air-water heat pump, capillary heating mat on the ceiling and
electric heater. Numerical simulation of air flow and heat transfer by convec-
tion, conduction and radiation is carried out using OpenFOAM software and
compared with experimental data. Results are analysed regarding the tempera-
ture and air flow distribution as well as thermal comfort.

Keywords: experimental buildings, monitoring system, numerical sim-
ulation, OpenFOAM, thermal comfort.

1. INTRODUCTION

Under growing demand for energy efficiency for building design and intro-
duction of new alternative concepts for heating, the increased attention should be
devoted to ensure the indoor environment quality.

In addition to the different types of radiant heating [1], the cost and energy
efficient air-air heat pumps play an important role also in cold climate conditions
[2]. Air-air heat pumps include controlled ventilation systems ensuring necessary air
quality. Particular heating systems produce different flow and temperature distribu-
tions in the room, influencing both heating performance and thermal comfort.

A review of general and local thermal comfort models and elaborated stan-
dards in indoor ambiences is given in [3]. Popular standards such as ASHRAE 55-
2004 and ISO 7730 are relatively compatible, in the present article the thermal com-
fort conditions are analysed as described in standard ISO 7730:2005 [4]. Standards
suggest that thermal comfort can be expressed in terms of Predicted Mean Vote and
Predicted Percentage Dissatisfied regarding the drought rate, vertical air temperature
difference, warm or cool floor and radiant asymmetry.

Numerical simulations are often used for the investigation of heating and
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cooling systems in buildings. Main advantages of simulations are the existence of
calculated values of air flow and temperature in every point of the considered do-
main as well as the possibility to study the parameters already in the planning stage.
However, experiments are utmost necessary to validate the models; therefore, ex-
perimental and numerical investigations are often combined [5], [6], [7].

In the present article, several radiant and air heating systems are investigated
and compared regarding the flow pattern, temperature distribution, integral thermal
behaviour and thermal comfort.

2. EXPERIMENTAL ENVIRONMENT

Five test stands with equal size and orientation in space (window on the south
facade, doors on the north) have been built in the Botanical garden of the University
of Latvia, Riga, Latvia [8]. They are denoted as AER, CER, EXP, LOG and PLY,
which stand for the materials used for the walls — aerated concrete blocks, perforated
ceramic blocks, perforated ceramic blocks filled with insulating granules, laminated
beams and modular plywood panels, respectively. The walls are constructed to have
the same thermal transmittance (U-value) of 0.16 W/m?K. Internal size of each stand
is 3x3x3 m®. Internal components of the stands with the considered heating systems
are shown in Fig. 1. The geometry of the system with a capillary heating mat on the
ceiling is the same as for the air-water heat pump (Fig. 1b).

The following heating systems were used: air-air heat pump in LOG and AER,
air-water heat pump in PLY, air-water heat pump with a capillary heating mat on the
ceiling in EXP and electric heater in CER. An air-air heat pump was installed in all
buildings and used for ventilation only in the PLY, EXP and CER stands. The main
air circulation is between the air inlet and air feedback in the internal block of the air-
air heat pump. Some amount of fresh air is mixed to this flow and the same amount
of air is leaving through the ventilation outlet placed over the window.

Fig. 1. Geometry of the systems with (a) air-air heat pump (1 — internal block), (b) air-water heat
pump (2 — convectors; 3 — internal blocks) and (c) electric heater (4). Other denotations: 5 — window;
6 —walls; 7 — floor. Doors are located opposite the window.

3. MEASUREMENT SYSTEM

Identical sensors are installed in all test stands and are linked to the web-based
data acquisition system for the automatic collection of data [9]. In the present study,
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the temperature measurements in the middle of the room in 5 points at different verti-
cal positions (0.1 m, 0.6 m, 1.1 m, 1.7 m from floor and 0.1 m from ceiling) are used
for the comparison with the simulated temperature distribution. Repeatability of the
used temperature sensors is £0.1 °C, and the accuracy is 0.3 °C [10].

4. NUMERICAL MODEL

For the numerical calculations of air flow and heat transfer, the modified cal-
culation program chtMultiRegionSimpleFoam from the OpenFOAM version 2.3
open source code library [11] is used. Temperature was calculated in the air and solid
domains (walls, ceiling, floor, window, doors).

The air flow is considered stationary and is described by the continuity and
momentum equations. Air density p is calculated by the ideal gas law. The SST k-®
turbulence model with default model coefficients is used [11], [12], [13]. The no-slip
condition has been applied at the solid walls. The velocity U at the ventilation outlet
is specified according to the desired air exchange rate.

The enthalpy formulation is used for the calculations of energy transfer in the
air and solid domains [11]. A constant outdoor temperature is applied at the external
surfaces. Thermal radiation is calculated by the view factor model, which takes into
account visibility of the surface elements, as well as their temperature and emissiv-
ity.

The thermal conductivities of solid domains were taken from [14] where the
effective conductivity values were calculated to obtain the U-value of 0.16 W/m?K.
The following values of x (in mW/(m-K)) were used: 91.8 for walls (EXP stand),
66.2 and 48.2 for the two-layered ceiling, 82.971 and 50.805 for the two-layered
floor, 35.433 for the window, 62.532 for doors.

The balance of mass flow rate and heat fluxes has to be satisfied for the con-
verged stationary solutions. The mass flow rate O in kg/s through surface S is calcu-
lated by integrating the mass flux pl7 .
There is one air inlet (denoted by “i”’) and two outlets (ventilation denoted by
“v” and air feedback denoted by “f”"). The mass conservation law reads O, +Q +Q =0,
where the signs of the mass flow rates are 0 >0, O <0 and 0<0.

The conductive heat flux P, through surface S is calculated using the tempera-
ture gradient. The net heat flux P, radiated by surface S is computed by integrating
the net radiation heat flux density. The convective heat flux P, is calculated using
0°C as the reference temperature. The heater power is calculated as the sum of the
conductive (P,) and radiation (P,) heat fluxes: P,=P,+ P,.

Since the temperature field inside the heaters is not considered, the surface
temperature of the heaters is specified and the power is calculated during the post-
processing stage. The used method allows describing cases with a heater turned off
by setting P,=0. In this case, P,= P,, which depends on the thermal conditions and in
a general case does not vanish.

The power P consumed by the air-air heat pump is calculated as follows:
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Paa = Pei + Pep + Peoun Peout = JP Cp (Tour —To) U dSS,
S

where the convective heat fluxes P, are calculated at the inlet and outlets, as defined
previously. The signs are P.; > 0, P,,, < 0 and P, < 0. For the cases when the
air-air heat pump is only used for ventilation, P,, = 0 and the temperature at the inlet
is calculated as follows: T; = — (Pc,v + Pc,out) / (Cin)-

The mean radiant temperature used for the analysis of thermal comfort is

calculated by the equation
1/4

N
MRT = (z FOiTi4> )
i=1

where F); is the diffuse view factor and N is the number of the radiating elements.
For the thermal comfort analysis, the difference between the MRT on the op-

posite sides of an imaginary plane element is calculated: AMRT, 4 (up-down) in +z

and —z direction, AMRTj, in +x and —x direction, and AMRT], in +y and —y direction.

5. RESULTS AND DISCUSSION

5.1. Experiments

The previously measured air exchange rates in the test stands reported in [8]
are in the range from 0.43 to 0.50 h™'. It has also been verified that more than 90 % of
the air exchange is due to air flow through the ventilation opening.

Since the simulations are stationary, the modelling results should be compared
with experiments carried out under utmost steady conditions. To obtain such ex-
perimental results, louvers of the air-air heat pump were fixed in all test stands. The
time-averaged temperatures in the middle of the stands at different vertical positions
are shown in Fig. 4. Averaging was done on 2™ December 2014, over 9.2 h. During
the experiment the temperature outside varied between -6°C and -8°C and solar ra-
diation from cloudy sky changed between 0.5 W/m? in the night and up to 40 W/m?
during the day, so the solar heat sources through the window were neglected.

5.2, Simulations
5.2.1. Summary of Considered Cases

In Table 1, the cases considered in simulations are summarised. The param-
eters are: T,— temperature at inlet of air-air heat pump, U, — inlet velocity, o, — direc-
tion of inlet with respect to x axis (o= 0° corresponds to horizontal inflow, a.= 90° —
to inflow vertically downwards), P — heating power, 7, —average temperature of the
air, 7, — average temperature of the floor. The temperature at the external walls of
solid domains was set to -6°C and air exchange rate —to 0.45 h'!. Cases aal, ell, wal
and cm1 correspond to the conditions in experiments and other cases study the effect
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of inlet velocity and direction.

Table 1
Summary of the Modelled Cases
Case Heating T,°C U, m/s a, ° P, W e C T °C
aal air-air 22.9 2.0 70 415 19.7 18.0
aa2 air-air 229 2.5 70 435 20.2 19.1
aa3 air-air 22.9 1.6 60 410 19.3 16.5
ell electric 17.8 2.0 70 420 18.5 18.1
el2 electric 17.7 4.0 60 403 18.1 17.6
wal water-air 19.2 2.0 70 436 19.9 19.4
wa2 water-air 19.5 3.1 60 436 19.9 19.4
cml ceiling mat 15.4 34 60 403 15.4 15.2

5.2.2. Mesh Generation and Numerical Aspects

3D hexahedra-dominant finite volume meshes for all the configurations were
created using the OpenFOAM mesh generator snappyHexMesh [11]. An example
of mesh for the case with water-air heat pump in different cross-section planes of
air domain is shown in Fig. 2. Thickness of cells at the solid walls is 10 mm, which
increases by a factor of 1.15 until a bulk cell size of 40 mm is reached.

Fig. 2. Example of finite volume mesh for system with water-air heat pump, 2.0 million cells. The
refinement region near the inlet of air-air heat pump appears black in the figure.

Additional mesh refinement is applied in the vicinity of the inlet of the air-air
heat pump (black region in Fig. 2), with the cell size being 5 mm in the immediate
vicinity of the heat pump, and 10 mm in the region of airflow from the inlet.

5.2.3. Air Flow and Temperature Distributions

Figure 3 shows the calculated velocity and temperature fields in the air for
all considered cases. The white isolines of air flow velocity at U=0.2 m/s help dis-
tinguish between regions of high and low velocity. In all cases, contra-clockwise
vortex with maximum velocity at inlet is generated. The shape of the vortex clearly
correlates with the inflow angle and velocity. For a large angle (aal, aa2, ell, wal)
the jet reaches the floor closer to the inlet side. The same is true for a larger velocity
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(e.g. compare aal to aa2). Comparing the cases with the same inlet conditions (aal,
ell, wal) the effect of the heating system can be seen as well.

Equal inlet temperature of 22.9 °C was used for the cases (aal)—(aa3), while
the inlet velocity and angle was varied. For a sufficiently large inlet velocity (aal)
and (aa2) hot air from the inlet reaches the floor, while in the case of reduced veloc-
ity (aa3) the buoyancy effects prevent this and the average floor temperature is lower
by 1.5-2.6 °C. The different inlet velocities also affect the convective heat gain, and,
as a result, the average air temperature. The high inflow rate (aa2) results in a better
mixing of the air and reduces temperature variations.

In case of the capillary heating mat on the ceiling (cm1), the air temperature
inside the room is the most homogeneous of all cases. The cases with the electric
heater (ell and el2) show strong upward flow which is affected by the inlet velocity —
for small velocity (ell) air from the heater rises vertically upwards, while for twice
as high velocity (el2) it deviates from the vertical direction. The temperature at the
heater surfaces is 63.2 °C and 56.9 °C for ell and el2, respectively.

The cases with the water-air heat pump (wal) and (wa2) behave similarly as
the cases with the electric heater — for the large inflow velocity the hot air is dragged
along and a distinct vortex is formed. The temperature distributions in the room are
more homogeneous than in the cases with electric heaters, the temperature at the
heater surfaces is 33.7 °C and 31.9 °C for (wal) and (wa2), respectively.

U, mfs | I R e
0 04 08 12 1.6 2 24 28 32 14 16 18 20 2 23

Fig. 3. Left: velocity field and isoline of U=0.2 "m/s" (white); right: temperature field (spacing be-
tween isolines is 0.5 °C).
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5.2.4. Integral Thermal Analysis

Contrary to measurements in 5 points, the simulation results provide tempera-
ture and heat flux values in every point of the considered domain. Therefore, integral
analysis can be done easily by averaging the calculated values over a volume or par-
ticular surfaces. The integral heat fluxes are summarised in 7able 2 where heat gains
are positive and heat losses — negative. The calculated balance of all the heat fluxes
SUM does not exceed 4 W or 1% in any case. The heating power of the air-air heat
pump can be calculated as a sum of inflow and feedback heat fluxes.

The power used for heating is approximately the same for all cases in the
range from 403 W (cm1) to 436 W (wal). The mean air temperature varies between
15.4 °C (cml) to 20.2 °C (aa2). However, there is no distinct correlation between
the heater power and the air temperature. The air temperature depends more on the
heating system, i.e. how efficient the heat is mixed into the air before leaving the
room through construction elements and ventilation. The heat losses for different
systems are compared using a kind of integral U-value calculated as the ratio of the
heating power to the temperature difference (mean air temperature minus outdoor
temperature) per m2. It is 0.299-0.307 W/m?K for the air-air system, 0.312 W/m*K
for the air-water heat pump system, 0.310-0.317 W/m?K for the electrical heater and
0.349 W/m’K for the ceiling mat. In the first case, the warm air is directly mixed into
the convective vortex; in the case of the ceiling mat, mixing is smaller due to slow
velocity at the ceiling and stratification of temperature.

Table 2
Integral Heat Fluxes in W
Case Inflow Vepti— Feed- Ceiling | Floor Win- Doors | Walls | Heater | SUM
lation | back dow

aal 2203 =11 -1818 -39 -41 =27 -34 -171 - -4
aa2 2753 =719 -2348 -40 -43 =27 -36 -177 - 3
aa3 1879 -75 -1499 -38 -39 -26 -33 -165 - 4
ell 1743 =11 -1768 -39 -41 =27 -34 -174 420 3
el2 3682 -70 -3707 -38 -41 -26 -33 -169 403 1
wal 1871 -81 -1895 -41 -44 -28 -36 -184 436 -2
wa2 3168 78 -3192 -41 -44 -28 -36 -183 436 2
cml 2778 -62 -2806 -67 -37 -24 -30 -152 403 3

5.2.5. Comparison with Experiment

The comparison of the calculated vertical temperature distributions in the cen-
tre of the test stands with experiment is given in Fig. 4. Since the same heating con-
ditions with the air-air heat pump were used in LOG and AER stands, the same simu-
lation result is used in both comparisons. Despite the identical heating conditions
in the AER and LOG stands, the measured temperature distribution slightly differs.
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Fig. 4. Comparison of the calculated vertical temperature distributions in the centre of building (solid
lines) with experiment (points).

In general, both the qualitative and quantitative tendencies are well-captured
by the numerical simulations. The captured tendencies are higher temperature at the
floor for the (aal) case and higher temperatures at the ceiling for (wal) and (ell)
cases. The calculation results agree with the experiments within the measurement
accuracy, except for the uppermost point in EXP. The capillary heating mat on the
ceiling in EXP stand consists of thin capillaries and occupies a certain installation
height, which is not considered in the modelling.

5.2.6. Radiant Temperature Asymmetry

As the numerical model considers the heat exchange by radiation, the radiant
temperature, which is important for the thermal comfort, can be calculated. Figure 5
shows the vertical distribution of the radiant temperature asymmetries AMRT,4 and
AMRTj, 0.5 m from the window. Only five cases are depicted since there are small
differences between (aal) and (aa2), (ell) and (el2) and between (wal) and (wa2).
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Fig. 5. Vertical distributions of radiant temperature asymmetry 0.5 m from the window (a) AMRT,4
between up and down (+z and -z); (b) AMRTj, between front and back (+x and —x).

The inflow velocity for (aal) is sufficiently strong to reach the floor and heat
it, resulting in AMRT,4 < 0 in the lower part of the room. For (aa3), the temperature
of the ceiling is higher than that of the floor; therefore, AMRT, 4 > 0.
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For the (ell) system, the distributions are strongly affected by the high-tem-
perature heater. The maximum vertical asymmetry is observed at its upper z coordi-
nate of 98.4 cm. Face to bottom asymmetry AMRT,, >0 since the heater is located in
the +x direction, and it reaches about 22 °C in the vicinity of the heater.

The qualitative behaviour of the (wal) case is similar to (ell). The maximum
of vertical asymmetry is observed at the upper z coordinate of the heater of 105 cm.

5.2.7. Thermal Comfort

The thermal comfort is analysed based on the standard ISO 7730:2005 [4].
For the highest category A thermal environment the restrictions are drought rate
DR < 10 %, vertical air temperature difference Percentage Dissatisfied (PD) < 3 %,
warm or cool floor PD < 10 %, and radiant asymmetry PD <5 %. These values are
recalculated to maximum allowable flow velocity and temperature difference using
formulas from [4] under consideration of clothing and activity level.

For the local temperature of 23 °C, the condition for the draught rate DR <
10 % yields the maximum velocity of 0.18 m/s. Analysing the calculated velocity
fields (see Fig. 3, isoline of 0.2 m/s), it is concluded that the inflow velocity of the
air-air heat pump (or ventilation device) is sufficiently high and the thermal comfort
conditions regarding the draught rate are not satisfied in small-size test stands.

The condition PD < 3 % for the vertical air temperature difference between
the head and ankles corresponds to the maximum temperature difference of 2.7 °C
or 6 temperature isolines in Fig. 3. All the considered cases except aa3 satisfy this
comfort condition since the temperature differences do not exceed 1.5 °C.

The condition PD < 10 % for the warm or cool floor corresponds to the floor
temperature in the range of 19.2-28.0 °C. By analysing the average floor tempera-
tures in Table 1, it is concluded that this condition is satisfied only for the cases
with the highest heating power — wal and wa2. The experimental target tempera-
ture of 20 °C was 2 °C lower than the optimum operative temperature of 22°C in A
class buildings [4]. If the temperature is increased by 2 °C by increasing the heating
power, the cold floor condition will not be satisfied only for cases (cm1) and (aa3).

The condition PD < 5 % for the radiant temperature asymmetry corresponds
to the maximum radiant temperature asymmetry of 4.0 °C for warm ceiling and
25.8 °C for warm wall. For (ell), (el2) and (cm1) the condition for a warm ceiling
is not satisfied.

6. CONCLUSIONS

It has been demonstrated that the numerical modelling is a valuable tool, which
supplements experimental measurements and allows gaining more insight into heat
and mass transfer and thermal comfort in rooms. The developed mathematical model
has been validated by comparing the temperature distributions in the middle of the
room for four different experimental setups, and rather good agreement with experi-
ment is achieved.
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The air-air heat pump system produces the highest mean air temperature per
applied thermal heating power, followed by air-water heat pump, electrical heater
and capillary ceiling mat.

The thermal comfort cannot be satisfied with respect to the draught rate if
the air-air heat pump is used for ventilation in the considered small-size test stands.
For the vertical air temperature difference between the head and ankles, the comfort
conditions are satisfied when using air-air heat pump in ventilation mode together
with any other heating system. The comfort regarding cool floor can be satisfied by
increasing the heating power, but the air-air heat pump with slow inflow velocity and
ceiling mat are unfavourable solutions. The discomfort of radiant temperature asym-
metry is observed in case of capillary heating mat and close to the electric heater.
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GAISA PLUSMAS, SILTUMA PARNESES UN TERMISKA
KOMFORTA EKSPERIMENTALA UN SKAITLISKA ANALIZE
EKAS AR DAZADAM APKURES SISTEMAM

A. Sabanskis, J. Virbulis

Kopsavilkums

Temperatiiras, mitruma un gaisa pliismas monitorings veikts 5 eksperimentalas

ekas ar iek3gjiem izmériem 3x3x3 m?, kas atrodas Riga, Latvija. Ekas ir aprikotas
ar dazadam apkures sisttmam, tadam ka gaiss-gaiss siltumstknis, gaiss-tudens
siltumstknis, griestu kapilarais sildiSanas paklajs un elektriskais silditajs. Gaisa
plismas un siltuma parneses konvekcijas, vadiSanas un starojuma cela skaitliska
model&Sana veikta izmantojot OpenFOAM programmatiru un iegltie rezultati
salidzinati ar eksperimentaliem datiem. Rezultati tiek analiz€ti attieciba uz
temperattiras un gaisa pliismas sadalijumiem ka ar7 termisko komfortu.

28.07.2015.

30



LATVIAN JOURNAL OF PHYSICS AND TECHNICAL SCIENCES
2016, N 2

DOI: 10.1515/Ipts-2016-0011
SOLID STATE PHYSICS

STUDY OF COPPER NITRIDE THIN FILM STRUCTURE
A. Kuzmin, A. Kalinko, A. Anspoks, J. Timoshenko, R. Kalendarev

Institute of Solid State Physics, University of Latvia,
8 Kengaraga Str., Riga, LV-1063, LATVIA
e-mail: a.kuzmin@cfi.lu.lv

X-ray diffraction and x-ray absorption spectroscopy at the Cu K-edge
were used to study the atomic structure in copper nitride (Cu,N) thin films.
Textured nanocrystalline films are obtained upon dc magnetron sputtering on
substrates heated at about 190 °C, whereas amorphous films having strongly
disordered structure already in the second coordination shell of copper are de-
posited in the absence of heating.

Keywords: copper nitride, thin film, x-ray diffraction, x-ray absorption
spectroscopy.

1. INTRODUCTION

Copper nitride (Cu,N) has a cubic anti-ReO,-type structure (Fig. 1) with the
lattice parameter a,=3.811-3.820 A and is composed of the NCu, octahedra joined by
corners [1], [2]. Practical interest in the fabrication of copper nitride has grown in the
recent years motivated by its possible applications in the thin film form as a material
for write-once read many (WORM) optical storage devices [3], [4], for the fabrica-
tion of low-resistance magnetic tunnel junctions for non-volatile magnetic random
access memories [5], as promising cathodic electrocatalysts in alkaline fuel cells [6],
in optical lithography for fabrication of microscopic metal links [7], [8] and, very re-
cently, as an absorber for photovoltaic and photoelectrochemical solar cells [9], [10].

f?

.1_.03

Fig. 1. Crystal structure of cubic (space group Pm-3m) antiperovskite Cu,N built up from NCu, regu-
lar octahedra. Large balls are copper atoms, small balls are nitrogen atoms.
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The atomic structure of Cu,N facilitates anisotropic thermal vibrations of Cu
atoms, whose thermal ellipsoids are flattened in the direction perpendicular to the N—
Cu—N atomic chains [1], and accepts the presence of nitrogen vacancies or nitrogen/
copper interstitial dopants that may result in a variation of the lattice parameter by
up to +0.08 A [11], [12].

Chemical bonding and electronic properties of Cu,N are strongly related to
its atomic structure. The Cu—N bonds along linear N—Cu—N atomic chains are par-
tially covalent due to an admixture of Cu(4s, 4p) states to the Cu(3d)-N(2p) bands,
which do not lead to a covalent energy gain alone [13]. Cu,N is a narrow band gap
(0.25-1.90 eV [10]) semiconductor. However, small changes in the interactions be-
tween copper atoms stimulated by the formation of nitrogen vacancies may result in
further band gap narrowing or even band overlap [11], because the nearest Cu—Cu
distance of about 2.70 A in Cu,N is only slightly larger than that of 2.56 A found
in metallic copper. The transition of Cu,N to metallic state can also be promoted by
copper doping [14], [15] or by applying high pressure [16], [17]. Thus, the informa-
tion on the local atomic structure and disorder in Cu,N thin films is important for the
understanding and tuning of their properties.

In this study, we have performed complementary x-ray diffraction and x-ray
absorption spectroscopy investigations of the atomic structure in Cu,N thin films
produced by dc magnetron sputtering as a function of film preparation conditions.

2. EXPERIMENTAL AND DATA ANALYSIS

Polycrystalline Cu,N thin films were prepared by dc magnetron sputtering of
metal copper target in pure N, atmosphere on glass and polyimide substrates with
average deposition rate of 2.0 nm/sec using modified magnetron sputter deposition
system UVN-3. The deposition parameters and thickness of the films are reported in
Table 1. The film thickness was measured by profilometer Veeco Dektak 150. Poly-
crystalline Cu,N (99.5% purity, AlfaAesar) was used for comparison.

X-ray powder diffraction (XRD) patterns (Fig. 2) were recorded at room tem-
perature (20 °C) using a 0-0 Bragg-Brentano powder diffractometer PANalytical
X’Pert Pro MPD, equipped with copper anode x-ray tube (Model PW3373, Cu K |
radiation, A=0.154 nm).

X-ray absorption measurements were performed at the Cu K-edge (8979 eV)
in transmission mode at the HASYLAB/DESY C bending-magnet beamline [18] at
room temperature. The storage ring DORIS III operated at £=4.44 GeV and [ =140
mA. The higher order harmonics were reduced by detuning the double-monochro-
mator Si(111) crystals to 60 % of the rocking curve maximum, using the beam-
stabilization feedback control. The x-ray beam intensity was measured by ionization
chambers filled with argon and krypton gases.

X-ray absorption spectra were analysed using the EDA software package [19].
The extended X-ray absorption fine structure (EXAFS) y(k) was isolated following
a conventional procedure [20], [21]. The contribution from the first (Cu—N) and sec-
ond (Cu—Cu) coordination shells was singled out using Fourier filtering procedure in
the range of 0.8-3.1 A and analysed within the single-scattering Gaussian approxi-
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mation to determine structural parameters. The self-consistent, real space multiple-
scattering FEFF8.2 code [22], [23] was used to generate the backscattering amplitude
and phase shift functions for Cu—N and Cu—Cu atom pairs based on crystallographic
data of Cu,N [1]. The complex exchange-correlation Hedin-Lundqvist potential was
used to account for inelastic effects. The crystal potential was of muffin-tin (MT)
type, and the values of the MT-radii were R, (Cu)=1.22 A and R, (N)=0.97 A.

Table 1
Thin Film Preparation Conditions, Thickness and Lattice Parameter of Cu,N Samples
Deposition time Substrate Film thickness | Lattice parameter
Sample temperature
(sec) ° (nm) A
0

Bulk CuN - - - 3.819

TF1 120 20 229 -

TF2 30 191 74 3.816

TF3 120 196 224 3.796

XRD intensity (a.u.)

| (100) ( (200)

40 50 60
20 (degree)

Fig. 2. X-ray diffraction patterns for Cu,N thin films. Vertical bars show positions of the Bragg
peaks for bulk Cu,N phase (JCPDS No. 47-1088).

3. RESULTS AND DISCUSSION

The thin film TF1 deposited at the substrate temperature of 20 °C is amor-
phous (Fig. 2), and its XRD pattern originated mainly from the glass substrate. Two
other films deposited at the substrate temperatures of 191 °C (TF2) and 196 °C (TF3)
are nanocrystalline and strongly textured with crystal growth direction [100]. Their
diffraction patterns are indexed to the (100) and (200) planes of cubic Cu,N. Note
that similar preferential growth of Cu,N along the [100] direction was reported in
[11], [24], [25] for films produced by reactive radio-frequency (RF) magnetron sput-
tering. The lattice parameter @ in thin film samples TF2 and TF3 determined from
the position of the (100) and (200) peaks is slightly smaller than in bulk Cu,N (Table
1) that indicates some substoichiometry of the films [11].
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Fig. 3. Fourier transforms (thin lines — imaginary parts and thick lines — moduli) of the calculated Cu
K-edge EXAFS y(k)k* for Cu,N. Solid line — the signal including all multiple-scattering (MS) contri-
butions up to the 6th order, dashed line — the signal including only the single-scattering (SS) contribu-
tions. Note that the positions of the peaks differ from the crystallographic values due to the phase shift

present in EXAFS.
Table 2
Interatomic Distances (R, £0.01 A) and Mean-Squared Relative
Displacements (c2, £0.0007 A?) for Nearest Cu—N and Cu—Cu Atom Pairs
Obtained from the Analysis of the Cu K-edge EXAFS Spectra
Sample Cu-N Cu—Cu
R(A) o2 (A?) R(A) o2 (A?)

Bulk Cu,N 1.89 0.0022 2.64 0.0130

TF1 1.88 0.0022 2.60 0.0270

TF2 1.90 0.0024 2.67 0.0184

TF3 1.89 0.0026 2.68 0.0158

Since Cu,N has anti-perovskite type structure with linear Cu-N-Cu atomic
chains, one can expect significant contribution of the multiple-scattering (MS) ef-
fects [26] into EXAFS. Therefore, we have performed ab initio multiple-scattering
calculations by the FEFF8.2 code [22], [23] for bulk Cu,N to estimate the R-space
range where such contributions are important. No thermal effects were included into
calculations, leading to overestimated peak amplitudes. The obtained results are re-
ported in Fig. 3 and suggest that the first two peaks in Fourier transform (FT) of
EXAFS, which correspond to the first (Cu—N atom pair) and second (Cu—Cu atom
pair) coordination shells of copper, are free from MS contributions and, thus, can be
analysed within the single-scattering (SS) approximation using conventional multi-
component analysis procedure [20], [21]. The analysis of peaks above 3 A requires
inclusion of the MS effects through some sophisticated procedure, as, for example,
described in [27], and will not be discussed here.

The shape of the Cu K-edge EXAFS for the films TF2 and TF3 produced on
heated substrates is close to that in bulk Cu,N, except some features are less resolved
(Fig. 4). A comparison of their Fourier transforms suggests the nanocrystalline struc-
ture of the films appearing as progressive reduction of the amplitude of distant peaks
due to a contribution of under-coordinated atoms located at the nanocrystallite sur-
face. The high frequency contributions from the outer coordination shells are dra-

34



matically reduced in EXAFS of the film TF1 deposited on unheated substrate that
reflects disappearance of the long-range order in the film, in agreement with XRD
data (Fig. 2).
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Fig. 4. Experimental Cu K-edge EXAFS y(k)k* and their Fourier transforms
(both imaginary parts and moduli are shown) for bulk
Cu,N and thin films.

The values of structural parameters (interatomic distances R and mean-
squared relative displacements (MSRD) ¢?) obtained from the analysis of the first
two peaks in FTs are reported in Table 2 for bulk Cu,N and thin films. Note that the
coordination numbers (N=2 for Cu—N and N=8 for Cu—Cu) in the films remain as in
the bulk within the error of the fit. Also the length of the Cu—N bonds and the MSRD
values in all films are close to those in bulk Cu,N. Moreover, rather small values of
the Cu—N MSRDs indicate strong bonding through a mixing of Cu(4s, 4p) states
with the Cu(3d)-N(2p) bands estimated by the first principles of electronic structure
calculations in [13]. The intensity of the second peak due to the Cu—Cu bonds is
reduced in the films due to increasing disorder as is evidenced by the MSRD, whose
value increases nearly twice in the amorphous film TF1 compared to bulk Cu,N.

4. CONCLUSIONS

The atomic structure of copper nitride thin films produced by dc magnetron
sputtering was studied by x-ray diffraction and x-ray absorption spectroscopy at the
Cu K-edge. We found that the nearest interatomic distance Cu—N in thin films did
not change significantly upon substrate heating and was close to that in bulk Cu,N,
indicating strong bonding between copper and nitrogen atoms. At the same time, the
second Cu—Cu and outer coordination shells were strongly influenced by structural
disorder, which could be reduced by substrate heating during film deposition.
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The focus of the present research is to investigate possibilities of volu-
metric defect detection in thin film coatings on glass substrates by means of
high definition imaging with no complex optical systems, such as lenses, and
to determine development and construction feasibility of a defectoscope em-
ploying the investigated methods. Numerical simulations were used to test the
proposed methods. Three theoretical models providing various degrees of ac-
curacy and feasibility were studied.
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1. INTRODUCTION

To assess the quality and usability of a glass substrate covered with thin film
coating it is of utmost importance to detect positions of volumetric defects, if any
present, in said coatings. To do this rapidly, in manufacturing setting an automated
process for detecting micron scale volumetric defects is necessary. Mechanically,
the following process can be proposed: the sample (glass substrate covered with thin
film coating) is fed (by a conveyer) to a test station where one side of the sample is
uniformly illuminated. A sensor of some sort is positioned on the other side of the
sample. If no defects are present — the sensor should produce a uniform reading. If
a defect is present in the sample, it should produce a non-uniform reading from the
sensor, which shall allow for determination of a defect position. In this paper, three
methods for detecting position of micron scale volumetric defects, two using a one-
pixel camera as a sensor and one using a pixel matrix, are proposed and tested by
means of numeric simulation.

2. THEORETICAL BASIS

Convolution. In imaging, if no optical devices, such as lenses, are used, the
result sampled from a sensor can be viewed as convolution between function f(x),
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which describes intensity of light reflected off or emitted from the object being pho-
tographed, and the visibility function g(x), set by parameters of the sensor (pixel).
The continuous time convolution (mathematically marked as operator ) of two func-
tions f(x)and g(x) in one-dimensional (1D) case is an integral, when function g(x)
is mirrored and shifted over f(x) [1]. Often the integral is taken over infinite time;
however, for real world applications finite time variation is used:

f)*gx) = fotf(y)g(x —y)dy. )

In two-dimensional (2D) occasion, discrete convolution (operator &) is given
by formula:

fO,Y)Qgle,y) =X4 o X2 _, f(s,0)glx —s,y — ). 2)

In signal processing, convolution also describes the multiplication of spectra
from two signals [2]. The definition of convolution suggests that the opposite — the
reconstruction of one of the initial functions is possible if the other function and
the convolution are known. Such a procedure is called deconvolution [3]. In other
words, deconvolution is the inverse mathematical operation of convolution:

(fxg)+e=h, )

where / is the resulting signal, f'— the renewable signal, g — the interference signal,
but describes noise. Deconvolution can also be achieved by dividing the convolu-
tion spectrum by spectrum of the known initial function. This in turn produces spec-
trum of the other initial function, which can be transformed to time domain [1], [2].

Compressive sampling (compressed sensing, CS) is a signal sampling tech-
nique that allows representing a compressible signal f(x) as signal y(x) with sample
count n and m respectively by use of easily implementable expression

y(x) = Af (x), (4)

where A is the so-called measurement matrix, but y(x) is a measurement. As a result,
m <K n. For recovery of signal f(x) £, -minimisation algorithms must be used [4].

To exploit CS, the measurement matrix A must conform to specific rules
and ensure specific properties [5]. The most important is the coherence property of
the measurement matrix A that determines how many elements measurement y(x)
should contain to allow for perfect recovery of f(x).

3. PROPOSED METHODS

Based on the theory, three methods for detecting the positions of volumetric
defects in thin film coatings on a given glass sample were proposed.
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The first method utilises a direct algorithm of convolution, where function
f represents normalized translucency of the sample but function g represents nor-
malized visibility function of the sensor. This model uses a one-pixel sensor for
detection of light passing through the sample. For ease of mathematics, a cosine was
chosen to represent the sensor visibility function.

The mechanics of this model is as follows: the sensor is set at known distance
h from the sample and the sensor viewing angle « is known.

Visible distance L

Viewing angle a

Sensor

Fig. 1. Schematic of visibility distance calculation.

Mathematically, the visible distance L is calculated by equation

)

In Fig. 1 the line L representing the visible distance can be imagined as a
conveyor. In the mathematical model, it is realized by a one-dimensional array with
length L, which represents the sample translucency function f(L). Initially, all ele-
ments are set to one, representing a fully translucent medium with no sample present.
Next the viewing angle alpha is expressed in radians and used in cosine calculations
to construct the visibility function g(L). When the measurement process starts, it-
eratively the convolution of functions f(L) and g(L) is calculated, thus simulating
a conveyor to move the sample precisely by one unit (size of defect). If there are no
more sample coefficients available, the first value of f(L) is set to one, thus repre-
senting a situation where the sample is about to pass the sensor. This way, for the last
iteration f (L) is uniformly equal to one, therefore returning to the initial state.

To detect the position of a volumetric defect it is necessary to calibrate the
system. This is done by simulating a result from a sample with no defects. The cali-
brated measurement is compared to the measurement of the sample by subtracting
them. The position of the first nonzero element represents the position of a volumet-
ric defect in the sample. This algorithm of position detection works only to find the
position of the first defect. This is not suitable if all defects need to be accounted for;
however, this method is applied for such purposes. The key is to recalculate cali-
bration each time a defect is found by introducing the said defect in the calibrated
measurement.

The second method is based on the Fast Fourier Transform (FFT) and spec-
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trum properties of convolution. The experimental setup is the same as for the first
method, to produce convolution, which corresponds to a measurement. To recover
the original f(L) function, spectrum of the measurement must be divided by spec-
trum of f(L), and transformed to time domain by inverse FFT. By doing this, the
translucency function of the sample within a visibility range is recovered. By repeat-
ing this process iteratively and recording results in order, it is possible to reconstruct
the whole sample. Moreover, this method is easily performable in two-dimensional
(2D) setting. To do this the visibility function must be expanded in 2D, representing
a surface of a cosine and the “conveyor” system must be changed so that the sample
is moved in 2D through the visibility range.

The third method. In a 1D case of the third method, convolution of a given
signal f(x) with convolution kernel g(x) variously shifted in time can be imple-
mented by using (4) so that signal f(x) can be reconstructed by the method used
in compressed sensing: £;-minimisation. The third method uses similar mechanical
setup as described previously; however, a multiple pixel sensor is used and during
measurement, the conveyor is stationary, since there is no need to shift the sample.
It is assumed that all pixels have a similar visibility function that is cut at both sides
(1D case) of measurement system by use of black walls (see Fig. 2).

Wisibility Function For Mi
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Fig. 2. Visibility function of 5 imaging pixels.

To use compressive sampling signal recovery methods, the signal has to be
sparse or has to have a sparse representation [6]. Yet in a 1D case of a semi-translu-
cent sample, the signal f(x) will not be sparse. Nevertheless, the compressive sam-
pling methods can be used if signal f(x) has in time (or in this case along 1D axis)
a constant value a with some (sparse) places where signal is 0. If this is the case, a
sparse function f’(x) can be found

f=1-f"(x) > f'(x) =alx) — f(x), (6)
where a(x) = {q, ..., a}. Placing f (x) in (4) will give
y(x) = A(a(x) — f'(x)) = Aa(x) — Af' (x). (7)
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It means that the sampled signal y(x) will contain some constant aA; in each
measurement i, where A; is row i of A. The X.j A;; can be called amplification factor
of i*" measurement. To find f(x) using (6) the sparse f’(x) has to be found from

Aa(x) —y(x) = Af'(x). (8)

To recover signals that are compressible but not sparse in traditional sparsify-
ing transformations from measurements y(x), the sampling system has to register
the described signal value a. Similarly, formulas can be developed for these kinds
of signals if the minimum of the signal is some constant b. Moreover, if this signal
has in time (or dimension) changing value of maxima (minima) a(x) = F(x), where
F (x) is some known function, the compressive sampling technique still can be used
to sample the signal.

It follows that maximum, minimum or exact values of coated sample translu-
cency are not important for modelling, which allows simplifying the experiment us-
ing 1 to represent translucency of a sample value without a defect and 0 for defects.

4. EXPERIMENTAL RESULTS AND DISCUSSION

For modelling, testing and simulations, the National Instruments graphical
programming environment “LabVIEW” was used. Due to time and processing pow-
er constraints, simulations were limited, yet a sufficient amount of information was
gathered to perform the statistical analysis.

The first method’s front panel is shown in Fig. 3. For simulation and result
analysis, a 100 coefficient long sample (100 um) was used. The sensor viewing
angle was swept from 1 to 160 degrees, the translucency of a defect was swept from
0 to “No defect” while the sensor distance to the sample (h) was swept from 1 to
100 units. For calculations, a numeric type “double” consisting of 64 bits was used.
By analysing results, it was determined that the position of a volumetric defect was
found correctly in approximately 76 % of cases; however, in the remaining 24 % of
cases the position detected was + 1 unit off. In these 24 % of cases, the resolution of
calculations (64 bits) was not sufficient to detect a change in results.

To test the second method, two LabVIEW projects were created: for a one-
dimensional case and for a two-dimensional case, respectively.

For simulation and result analysis, a 100 by 100 coefficient sample was used,
the sensor viewing angle was swept from 1 to 160 degrees, and the sensor distance
to the sample (h) was swept from 1 to 100 coefficients. From one to five randomly
placed volumetric defects with varying translucency were introduced in the sample.

After data analysis an unexpected result was found; in a one-dimensional
case, results, both for one and multiple volumetric defect samples, showed that the
positions of the defects were found correctly (as well as the translucency values
were within 1 % error margin) only in 52 % of cases. For the rest 48 % of cases, the
translucency value was rapidly oscillating for every other position in the sample.
However, in a two-dimensional case the spectrum multiplication method found all
volumetric defects correctly and returned full translucency function within 1 % tol-
erance in 98.6 % of time for the case with 1 volumetric defect and 97.3 % of time
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for the case with multiple volumetric defects. This indicates that there can be a bug
in the algorithm for a one-dimensional case or some (small) parameter causes the

algorithm to work incorrectly.

Ploto E5%Y |

Labs_Materials

Amplitude

1 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1
L 00 120 140 160 180 200 220 240 260 280 300 320 340 360 380 400 4 Plot0 EANG

Amplitude

I | | [ I | |
340 360 380 400 420 440 460 430

Plot0 RN

True i Vigiendarbiba
algorithm L Error_poz  correct -
- direct ETE! 12

JMax_AIph Koeficientu skaits h

160 100 50
i ’
Parauga norm.
Default_gaisma gaismas caurlaidiba

: 093

Amplitude
= oo

4
7 1
o
Positions_of_errors error_koeficienti
A
=10 !

o e | 9° s |

i g,

Sl

I
200 400

Range

Fig. 3. Front panel example of Simple_Method.

Fig. 4. Front panel of simulation using 1D FFT.
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The third method (see Fig. 5) was tested by using 1024 to 4096 coefficient
samples possessing one to five volumetric defects with translucency value 0 set at
random places for multi-error samples and all possible places in case of one defect.
Sensor distance to sample (h) was swept from 0.5 mm to 1 cm. Additional simulation
with h = 10 to 25 cm was carried out for samples with only one volumetric defect
testing all possible positions of defects. This method correctly returned position of
the volumetric defect in 100 % for the following defect cases: for 0.5 mm to 1 cm
if the sensor had 3 to 99 pixels, for h = 10 cm if the sensor had less than 7 pixels
(in this case, an increase in pixel count produced worse results, possibly due to error
accumulation during calculations).

At first, this method failed to find multiple defects since measurement ma-
trix A was highly coherent; therefore, each pixel visibility function was randomised
(see Fig. 5 graph “Visibility Functions™), thus adding white noise (with adjustable
amplitude) to the pixel visibility function (see Fig. 5 graph “Visibility Function”);
afterwards the summarised visibility function was normed. Physically this means
that the sensor should be illuminated through a glass with random thickness pattern.
As a result, coherence of A did not improve much (see Fig 5. value “Coherence”),
yet simulation was able to find multiple defects. Simulations with randomised vis-
ibility functions and 4096 unit samples produced the following results: for samples
with one volumetric defect, h < 25 ¢cm and sensor with 5 to 99 pixels the model
found defect when the added random noise level was as low as 0.01 %. In case of
samples with 5 volumetric defects it can be seen that an increase in pixel count and
decrease in distance improve defect detection accuracy (see Fig 5. graphs “Exact”,
“t1”, “Not found”); results were calculated for rather unrealistic randomisation of
visibility function (added noise amplitude 50 %). Additional calculations showed
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that by increasing sensor pixel count the randomisation of the visibility function
could be reduced.

Performance and memory. A computer with 64 bit operating system, 4 GB
of RAM and Intel Pentium T4500 processor (dual core, 2.3 GHz) was used to carry
out simulations. In case of the first method, it takes approximately 50 milliseconds
for this system to perform a measurement, which uses, on average, 8.9 kB of mem-
ory per measurement of 100 um sample. In a 1D case of the second method, it takes
approximately 86 milliseconds for this system to perform a measurement using, on
average, 4.2 kB of memory per measurement. In a 2D case of the second method,
the system uses approximately 1.7 seconds and, on average, 19.3 MB of memory per
measurement. Although these numbers are significantly higher than for other cases,
they are quite remarkable, since these measurements produce full translucency infor-
mation of 2D visibility range. The measurement time needed for the third method is
linearly dependent on a number of sensor pixels and sample defect count. In case of
99 pixels, for this system, to find one defect it takes approximately 6.1 milliseconds;
however, in case of 49 pixels it takes only 3.2 milliseconds. On average, the third
method uses 2.15 MB of memory per measurement.

5. FEASIBILITY OF DEFECTOSCOPE

Digital images are dependent on performance of an imaging sensor. Two wide-
ly used sensor types are CCD (Charge-Coupled Device) and COMS (Complemen-
tary Metal-Oxide-Semiconductor). Although CMOS is a newer, cheaper and more
power-efficient sensor, a CCD sensor would be more appropriate for application in
a defectoscope. This is so due to inherent CMOS problem called rolling shutter. The
so-called rolling shutter means that the sensor is read line by line, thus skewing a
moving object such as in case with a conveyor above the sensor. In case of CCD, the
whole image is captured at once as well as the analogous nature of CCD can provide
a higher definition if appropriate circuitry is used [7], [8].

Digital image consists of two parts — usable signal and noise, which is an inte-
gral part that arises from different sources. Three main noise sources are identified:
photon noise, read-out noise and dark current noise. Listed sensor noise parameters
dictate a signal-to-noise ratio (SNR). SNR value of the sensor can be determined by
expression

SNR = PO 9
J(P+B)Q.1+ D+ N ©)

where P is photon flux, B is background photon flux (both given in photon/pixel/
sec), Qe stands for quantum efficiency of CCD, t is exposure or integration time but
D is dark current. From [9], [10] it is determined that the first and second models
working with 64 bit values provide an SNR value of approximately 290 dB. Best
CCD sensors provide SNR up to 120 dB [6], [7] which corresponds approximately
to 30 bit resolution; therefore, practical test would be necessary to determine the real
life accuracy of the discussed methods. Further experiments would be necessary to
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determine an SNR value provided by the third model; however, it is well known that
noise has a little effect when compressive sampling is used [11].

In construction of a defectoscope that utilises the proposed methods, a precise
conveyor capable of moving exactly at 1 micron intervals is needed for the first and
second methods, but a precision laser measuring system must be implemented for
the third method. To achieve the best possible results, the sensor must be positioned
as close to the sample as possible (less than 1 mm).

6. CONCLUSIONS

All three investigated methods are capable of detecting micron scale volumet-
ric defects in thin film coatings on glass substrates. However, each method provides
different degree of accuracy and performance, thus, different potential application.

The first method is the simplest one and, potentially, the easiest to implement,
since only one measurement of voltage is needed per movement of the conveyor. Yet
this is also the least accurate method.

The second method needs more computing resources, however, could prove
to be suitable in research setting where a full translucency analysis of the sample can
be useful.

In manufacturing setting, the third method would be the most appropriate,
since it is the fastest and most accurate in detecting position of one volumetric defect
at quite large distances (up to 25 cm) as well as it needs a simple imaging sensor and
only moderate computing power.

In the multiple defect case of the third method, a special glass with randomised
thickness must be placed before the sensor; its complexity defines pixel count in the
sensor; visibility function randomisation of 33 % allows finding more than 60 % of
defects at a sample distance of 1 mm in case of 199 pixel sensor. Doubling the pixel
count can effectively reduce complexity of the glass, thus increasing the detection
accuracy and allowing higher sensor distance to sample.

Computing hardware for the third method can effectively be implemented in
FPGA due to parallel signal processing capabilities of this technology.

Further work will be continued to study result stability of CS approach versus
noise of imaging matrix and ADC bit count. Practical research is needed to test real
world applicability of the proposed methods in development of a defectoscope.
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MATEMATISKO MODELU IZSTRADE MIKRONA IZMERA TILPUMA

DEFEKTU DETEKTESANAI PLANO KARTINU PARKLAJUMOS

G. Gaigals, M. Donerblics, G. Dreifogels

Kopsavilkums

Aprakstitais darbs ir saistits ar matematisku metozu izstradi viena mik-

rona izmeéra tilpuma defektu poziciju noteikSanai stikla paraugiem, kas parklati
ar planajam kartinam, izmantojot att€lforme&sanas panémienus, bet izvairoties no
dargam optiskam iekartam, pieméram, [ecam.

Tika izstradatas tris metodes Sadu defektu poziciju noteikSanai, dots So

metozu apraksts. Metozu parbaudei izveidoti simulaciju modeli National Instru-
ments grafiskas programmésanas vide LabVIEW.

Raksta salidzinati ar katru metodi iegltie rezultati, metozu precizitate,

atrdarbiba un implementacijas patnibas. lezime&ts turpmako petijumu virziens.

16.11.2015.
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Determination of electric potential difference using the Kelvin probe,
i.e. vibrating capacitor technique, is one of the most sensitive measuring pro-
cedures in surface physics. Periodic modulation of distance between electrodes
leads to changes in capacitance, thereby causing current to flow through the
external circuit. The procedure of contactless, non-destructive determination of
contact potential difference between an electrically conductive vibrating refer-
ence electrode and an electrically conductive sample is based on precise con-
trol measurement of Kelvin current flowing through a capacitor. The present
research is devoted to creation of a new low-cost miniaturised measurement
system to determine potential difference in real time and at high measurement
resolution. Furthermore, using the electrode of a reference probe, the Kelvin
method leads to both the indirect measurement of an electronic work function,
or a contact potential of sample, and of a surface potential for insulator type
samples.

In the article, the first part of the research, i.e., the basic principles and
prerequisites for establishment of such a measurement system are considered.

Keywords: Kelvin probe, contact potential difference, surface potential.

1. INTRODUCTION

At the end of 18th century, A. Volta conducted experiments on metal pairs and
discovered the “contact electricity” that in modern language means the same as the
contact potential difference (CPD) originating in the work function difference of two
involved dissimilar electro-conducting materials. Volta revealed [1], if different met-
als are electrically connected in a sequential row and the temperature of all metals
is equal, the potential difference between two external metals of this row does not
depend on the other metal composition of this line. This potential difference is also
known as the Volta potential. If the electrical contact is set between the outer end sur-
faces of metals in the row creating a closed loop, it follows from Volta law of serial
contacts that the electric driving force in this circuit is equal to zero and the current
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does not flow unless the temperature of all metals composing the circuit is equal.

It is possible to use the diagrams of electron energy levels (see Fig. 1) to ex-
plain the occurrence of contact potential difference.
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Fig. 1. Schematic representation of relationship between the contact potential difference (AY) and the
work functions (D).

The metals (Fig. 1a) before being connected were electrically neutral, and
two metals having different work functions @, and @, shared the same local vacuum
level E. The work function @ is defined as the minimum work needed to extract
electrons from the Fermi level of a solid carrying a net charge [2], [3]. Upon the
short-circuiting, the electrons of metals (Fig. 1b) are flowing to a metal with higher
work function until the uniform redistribution of electrons at the Fermi levels £, and
E,, of both metals is reached. This leads to observation of Volta (or outer) potential
difference (A YY), which is equivalent to a difference of work functions of two metals,
and in our case:

AY =(D,- D)/ e, (1

where e is an elementary charge. Resulting voltage V., =A% compensates the work

function difference by shifting the local vacuum level.

Figure 1(c) demonstrates that the shift of a local vacuum level can be com-
pensated by an external “bucking voltage” (sometimes spelled “backing voltage”):
V,==V,,-As the work function of metals is an intrinsic parameter, it remains con-
stant after connection of two different metals [4], while the electrochemical potential

of electrons within both phases becomes identical.

If the voltage ¥, is chosen such that the electric field is eliminated (the flat
vacuum condition), the Volta (or outer) potential V,, =AY = (@, - @,) /e. Here,
the potential ¥, in volts (V) is equal to the energy (@, — @) in electron-volts (eV)
divided by an elementary charge (proton/electron charge) e.

Usually, the measuring device with the Kelvin probe uses metal (e.g. gold) as
a probe, which is positioned within a short distance parallel to a flat sample material.
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If the sample is a conductor, the contact potential difference AY can be evaluated
similarly (see Eq. (1)). The Kelvin method is based on the Fermi level equilibrium
model.

If the electrode of Kelvin probe is a metal, the electron’s exchange energy
at the Fermi level inside a solid determines the bulk contribution of the main work
function defined as the minimum work needed to extract electrons from the Fermi
level of solid carrying no net charge [4]. It is accepted that the electron is removed
at the end position (vacuum level) just outside the sample. In this case, it can be
assumed that the electrons inside a bulk of any conductor can move freely, the free
electrons are located on the surface of solid, the work function is mainly the surface
property and CPD value is determined by (1).

However, the CPD between a sample end and a probe (reference electrode) is
dependent not only on the material work function, but also on the surface conditions,
such as contamition and deposition of a monolayer. The work is required for electron
to pass the barier at the surface of a solid, which is made of the dipole layer in case
of conductors and of the band bending in case of semiconductors. This should be
considered studying materials at normal pressure in moist air, and polycrystalline
materials and insulators.

In semiconductors, the position of the Fermi level is between the valence and
conduction bands, and additional work is required to move the electron from the
Fermi level to the conduction band. The work required for the electron to pass the
barier at the surface of the solid, which is the dipole layer in case of conductors and
the band bending in case of semiconductors.

If the sample is metal or semiconductor, the charge may be formed not only
at the sample surface, but also at the boundary between the sample and the conduc-
tive or semi-conductive substrate electrode. Part of the charge can move through
the sample volume, where sample polarisation and charge catching by the traps are
possible.

If the insulators are involved, the measured value apart from chemical poten-
tial difference of reference metal and sample substrate metal depends also on insula-
tor boundary surfaces and thickness-dependent potential fall on the insulator.

In these cases and the ones above, a more common description of the work
function is its presentation like the sum of chemical work to transfer the electron
from just outside the sample to the Fermi level (u, chemical potential) and the elec-
trostatic work to move an electron trough the dipol layer (y, dipole or the surface
potential), where e is an elementary charge [4]:

D =—u+ey. 2)
The Kelvin capacitor opposite materials (sample and gold-reference) are con-
nected to each other through the outer circuit, so that the electrochemical potentials

of electrons are in equilibrium. Therefore, the external potential difference at buck-
ing voltage V, = 0 (Fig. 1b) is [5]:

e(l}l]_lflz): (/Jel_ eX,) - (:ueg_ 6%2) = (Dg_(pl' (3)
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In respect to the measured values of Kelvin method, it is important to dis-
tinguish them when the difference of contact potentials or the difference of surface
potentials is involved, and when the difference of work functions is concerned [5].
These conceptualisations initially apply to homogeneous surfaces.

As it has already been noted, if one electrode of the Kelvin condenser is con-
nected to another, the electron diffussion begins from the electrode material with a
higher Fermi level to the material with a lower one. At a time of level equalisation,
the electrical potential on the electrode with a lower Fermi level is growing, and it
is decreasing in the opposite case, thereby contact potential difference of the Kelvin
condenser between electrodes is increasing. Without this outer Volta potential, the
potential leap, i.e. the electrical field, arises directly at the place where both con-
denser electrodes are connected, which resists to the process of electron diffusion.
If this inner contact potential difference reaches a certain value, the electron diffus-
sion stops and Fermi levels of both electrode materials equalise. To let the electrical
charge e pass the phase boundary from the material “just inside the bulk” to one
“outside the sample”, it is necessary to do the work ey.

Thereby, the material electronic work function @ is given by a sum of the
chemical potential just inside the bulk u —and the electrical potential outside the
sample y, as it has been mentioned (2). The surface potential is forming on the
sample surface, but at the distance / outside the surface it is gradually decreasing to
zero, which is determined by the amount of free electrons compensating the charge
carriers. The distance / depends on the electrode material and on the presence of
other surfaces and boundary phases, which could be located close enough to cause
the mutual influence. Ignoring this fact, it can lead to errors when interpreting mea-
surement results. The surface charge of metals is compensated by the free electrons
outside the material surface at a distance of some atomic diameters, forming a few
A thick dipole layer.

For semiconductors, the part of required charge for compensation is located at
an extended boundary layer of the space charge zone. In this case, the Debye length
[ =8, can expand up to 1 um [5]. Therefore, it is possible to split the work function
in a purely chemical work p_ and a purely electric work ey.

On the other hand, it can also be divided: into the difference of conduction and
valence bands E —FE,, the band bending eVs and the electron affinity & [5]:

O=(E.~E)-eV—E. 4)

If for semiconductors it is possible to interpret the measured value of two
material contact potential differences as a difference of material two work func-
tions, this interpretation is not applicable to insulators. For insulator samples without
chemical potential difference of probe material and insulator grounding metal Ap,
the measured potential difference ¥, —¥,,, also comprises the potentials on the
insulator boundary surfaces y,, y, and thickness-dependent potential curve V' on

the insulator [5].
e(ngSOLilI/REF = (uer XX, 7VS) - ('ueREFi e%REF) - (5)
=Au—e (X, + X, + Xpp) €V
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It is worthwhile to examine the validity of relation (1) for metal-semiconductor
Kelvin probe arrangement in detail. In the isolated semiconductor, the surface band
bending is determined by the free surface charge neutrality condition Q9+ Q =0,
where Qss is the net surface charge and Q_is the net charge in the surface charge
region (both per unit area). If the metal is connected to the back side of a semiconduc-
tor, the MIS structure (metal-isolator-semiconductor) is formed.

For example, in this case, it is possible to analyse whether the semiconductor
band bending and, thus, its work function are changed. The appropriate charge neu-
trality condition becomes O+ Q_+ Q= 0, where the effect of O (charge density
on the metal + insulator surface) may be significant if the width of the capacitor gap
is not much larger than the width of the surface depletion region [6]. Therefore, the
potential energy drop across the capacitor gap may be modified to eV’ ,, = (@’ — @)

CPD
(where @, is the modified work function of a semiconductor) instead of eV, =
(@, —®,). However, the magnitude of external DC bias voltage V', required to dis-
charge the capacitor remains equal and opposite to the real contact potential difference
Verp .re.lthe.r than to V' . It happer.ls becau.Sfa if the capacitor is discharged, O by
definition is zero, the charge neutrality condition reduces to that of a free surface, and

the semiconductor work function returns to its original value.

Nearly a hundred years passed since Volta had demonstrated the contact “elec-
tricity”, while Lord Kelvin, 1898 [7], discovered possibility to measure the CPD also
quantitatively. He used the condenser with plates of two various metals, as well as an
electrometer, and it was for the first time when the direct measuring of CPD had been
carried out compensating the measured potential difference with a variable outer volt-
age source (null-method). Zisman first applied this principle in the form of the vibrat-
ing capacitor in 1932 [8], which, in comparison with manual compensation arrange-
ment, speeded up CPD measuring several times. And only then this method became
widely applied in practice. In this case, the contact potential difference between the
Kelvin probe and the conductive sample is equal to the applied compensation voltage.

Determination of the surface electric potential difference by the Kelvin probe,
i.e. vibrating capacitor technique, is one of the most sensitive measuring procedures
in surface physics. For instance, the Kelvin probe force microscopes and the scan-
ning tunneling microscopes were modified to obtain a high-resolution data of elec-
tric surface potential distribution.

Due to its extremely high surface sensitivity, this method is used in many
different areas of modern chemistry and physics to measure and analyse the surface
characteristics of conductors, semiconductors, insulators, chemicals, biochemicals,
photochemicals, chemical sensors, biosensors, biochemical microarrays, electronic
image devices, micromachined devices, nanodevices, corroded materials, coatings,
adsorbed materials, contaminated materials, oxides, thin films, liquid interfaces,
self-assembling monolayers, and others [9]. The method is also applied to investi-
gate semiconductor doping [10] and to study energy-level alignment of conjugated
polymers deposited on various electrodes [11]. Besides, the further systems applica-
tion was provided to measure and analyse different organic molecules and thin films
[12]. The method is also used for high-resistivity non-polar and polar molecules
deposited on both gold and ITO glass electrodes. The voltage drop over the capacitor
formed by an organic layer and reference electrode is given [13].
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2. BASIC PRINCIPLES UNDERLYING
THE MEASURING SYSTEM

The Kelvin method is one of the most commonly used for CPD measuring.
This contactless non-intrusive method is based on using the traditional Kelvin probe
(see Fig. 2a) placed in plane-parallel to the stationary sample electrode at a distance
d,, shaping the simple two-plate capacitor.

To measure CPD, in accordance with the law of Volta’s serial contacts, it is
necessary to connect a variable voltage source V, and a series resistor R, via an ex-
ternal circuit (see Fig. 2a). Due to difference in work functions of different electrode
materials, CPD must be measured in an open circuit, i.e., using the dielectric such as
vacuum or air between the surfaces of inner plates V., , =A¥. To improve the resolu-
tion of a sample surface scanning, a small probe surface is required. The orientation
of Kelvin probe surface area with respect to a sample surface is analogous to a paral-
lel plate capacitor, whose capacitance C is defined:

C=(s,-¢-A)/d, (6)

where ¢ is a dielectric constant, A is an area of Kelvin probe and d,, is a dis-
tance between plates. The dielectric constant ¢ for measurements in air or vacuum
is assumed to be 1.

a) b)
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Fig. 2. Schematic of the Kelvin probe input stage: a) variable applied bucking potential V,
source block with its control voltage ¥, , i — the current in Kelvin probe outer circuit R,
V ., the contact potential difference between Kelvin condenser inner electrodes PROBE
and SAMPLE, d,, - the mean distance between the sample and the probe, d, — the amplitude
of the probe vibration depending on time ¢ expressed in vibration periods. b) The wave form
of current i(z), see Eq. (11) for different values of modulation factor m. It illustrates the ap-

pearance of Kelvin probe signal oscillograms.

If the voltage V., caused by Kelvin condenser inner surface potentials is con-

stant, the condenser charges at charge Q:

0=C-V,,. 7)
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The Kelvin probe is stimulated to a sinusoidal vibration around the average
distance d,, between Kelvin probe electrode and the sample surface with amplitude
d, (d, < d) and frequency o expressed in radians.

Kelvin probe location changes with time, hence:
dt) =d,+d, - sin (ot). (®)

Ratio d, to d, characterises the amplitude of current signal and is referred to
the modulation factor m:

m=dld, ©)

It follows from Egs. (6), (7) that the charge Q will change along with changes
of Kelvin probe capacity resulting in change of current i(?) in the outer circuit, which
at the bucking voltage V, = 0 and V', # 0 reproduces current:

i(t) =dordt =V, - dC/dt. (10)
Substituting Egs. (6)—(8) into Eq. (7), the current signal i(t) can be expressed as:
i(t) =V, -€,-€-A-[m-w-cos(wt)]/[1+m - sin(ot)]. (11)

In the conventional nulling technique [14], the variable bucking potential V, is
adjusted until the Kelvin current vanishes i — 0. V, is equal and opposite to V., , the
electric field between the Kelvin capacitor electrodes is compensated and the zero
output signal is recorded, wherein the ac current in the Kelvin probe outer circuit
drops to zero: i(t) = (V,, +V,) - dCldt=0 if V_, =-V,
Determination of voltage V., caused by a contact potential difference on the
vibrating electrode of capacitor in the systems with the Kelvin probe is asociated
with involving of the compensating voltage V, in the capacitor external circuit, at
which the Kelvin current i(f) disappears. In this case, the absolute value of signal
V.pp comes into balance with a value of voltage V, and V', polarity is opposite to
polarity V,. However, the exact measurement of the equilibrium point V, is getting
more complex by the fact that at this area the signal-to-noise ratio reaches minimum
by i(f) — 0, and the noise creates the biasing voltage, thereby causing measurement
errors. Therefore, the present conventional ¥V, measuring systems use the “off-
null” algorithm, where the Kelvin probe signal is measured at two or more values of
V,, for instance, at high signal levels, and the balance point is obtained by extrapola-

tion.

However, this accurate nulling technique also has several disadvantages, as
we have already pointed out above. Thus, the statistical linear correlation-regression
analysis, despite its high complexity in case of an area scan with a few hundred mea-
surement points, first of all requires completing a set of all measurements. Thus, the
online monitoring of the contact potential difference is not possible and the result
of the measurement can be analysed only after the experiment is finished. Further-
more, the above-mentioned modified off-null technique implementation is generally
associated with a need of a PC with pre-installed extensive software and use of the
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external data acquisition digital control unit with a host PC data acquisition system
housed in the PC system, which not only increases the extent and the weight of the
measuring equipment but also raises production costs and, therefore, limits the wider
use of the Kelvin probe.

We have indicated a new and simple way that allows determining the contact
potential difference by entering the composite and time-varying bucking voltage in
the Kelvin probe measuring circuit.

The results of experimental measurement system test for determination of the
contact surface potential difference in the range of + 10,000 V up to —10.000 V have
shown the stable measurement resolution in the range of £ (1-2 mV) (See Part 2 of
this article in one of the upcoming journals).

3. CONCLUSIONS

The basic characteristics and principles for determination of contact potential
difference using the Kelvin probe and the preconditions for development of such a
measurement system have been considered, namely:

» under the following conditions, the measured value is the difference be-
tween outer potentials of two materials of Kelvin capacitor electrodes. If
these materials are metals or semiconductors, the measured value can be
interpreted as a difference between the work functions of these materi-
als. The charge can be formed not only at the sample surface, but also at
the boundary between the sample and the conductive or semi-conductive
substrate electrode. Part of the charge can move through the sample vol-
ume, where sample polarization and charge catching by the traps is pos-
sible. If the insulators or semiconductors with low electrical conductivity
are involved, the measured value apart from chemical potential difference
of reference metal and sample substrate metal also depends on insulator
boundary surfaces and thickness-dependent potential fall on the insulator.

* the main principles and conditions, underlying the measuring systems and
assessment of their effectiveness.
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KONTAKTPOTENCIALU STARPIBAS NOTEIKSANA AR
KELVINA ZONDI (I DALA)

1. MERISANAS PAMATPRINCIPI

0. Vilitis, M. Rutkis, J. Busenbergs, D. Merkulovs

Kopsavilkums

Kontaktpotencialu starpibas izraisita sprieguma V', noteikSana uz vibréjosa
kondensatora elektrodiem sisteémas ar Kelvina zondi ir saistita ar tada kompensgjosa
sprieguma V, iesaistiSanu kondensatora argja keéde, pie kura izzud Kelvina strava
i(?). Saja gadijuma signala V¥, absolutais lielums nonak Iidzsvara ar sprieguma V,
lielumu un ta polaritate ir pret€ja V/, polaritatei. Tacu precizu V., mériSanu lidzsvara
punkta sarezgi tas, ka, ja i(f) — 0, signala un trok$na attieciba sasniedz minimumu,

un troksni rada nobides spriegumu un lidz ar to klidas m&rfjuma.

Tadel patlaban konvencionalajas ¥, mériSanas sisttmas izmanto t.s. "off-
null” algoritmu, pie kura Kelvina zondes signalu vispirms méra, piem&ram, pie
divam vai vairakam augstakam signala //, veértibam un p&c tam atrod minéto Iidzsvara
punktu ekstrapolacijas cela.

Tacu arT $adam precizam nulléSanas panémienam piemtt dazi trikumi. Ta, ja
skengjama parauga apgabala tiek ietverti vairaki simti merisanas punkti, statistiska
korelacijas un regresijas analize, neraugoties uz tas augsto sarezgitibas pakapi, pra-

sa, lai vispirms biitu veikts pilns visu m&rfjumu kopums. Tadgjadi, nav iespgjama
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operativa kontaktpotencialu starpibas monitoréSana, jo merjjumu rezultatus var
analizet tikai p&c eksperimenta pabeigSanas. Bez tam, iepriekSminéta modificéta
‘off-null” pan€miena realizacija parasti ir saistita ar nepiecieSamibu izmantot datoru
ar taja ieprieks instalétu plasu programmatiras nodrosinajumu un argjo datu ieguves
digitalo vadibas bloku ar hostdatora izvietoto datu ieguves sistému. Tas ne vien pal-
ielina mé&risanas aprikojuma apjomu un svaru, bet arT paaugstina razo$anas izmaksu
un, I1idz ar to, ierobezo Kelvina zondes plasaku pielietojumu.

Esam noradijusi jaunu un vienkarSu veidu, kas lauj nepartraukti noteikt kon-
takta potencialu diferenci V., regulari ievadot Kelvina zondes mériSanas kede
kompozitu un laika mainigu pretspriegumu ¥, (skatit $T raksta otro dalu kada no
turpmakajiem zurnaliem). Eksperimentalie m&riSanas sist€émas testa rezultati pa no-
teiktu kontakta virsmu potencialu starpibas robezas no + 10,000V Iidz -10.000V ir
paradijusi stabilu + (1-2 mV) mérijumu iz8kirtsp&ju.

18.01.2016.
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HARDWARE DESIGN OF THE ENERGY EFFICIENT
FALL DETECTION DEVICE

A. Skorodumovs, E, Avots, J, Hofmanis, G. Korats
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Health issues for elderly people may lead to different injuries obtained
during simple activities of daily living. Potentially the most dangerous are un-
intentional falls that may be critical or even lethal to some patients due to the
heavy injury risk. In the project “Wireless Sensor Systems in Telecare Applica-
tion for Elderly People”, we have developed a robust fall detection algorithm
for a wearable wireless sensor. To optimise the algorithm for hardware per-
formance and test it in field, we have designed an accelerometer based wire-
less fall detector. Our main considerations were: a) functionality — so that the
algorithm can be applied to the chosen hardware, and b) power efficiency — so
that it can run for a very long time. We have picked and tested the parts, built
a prototype, optimised the firmware for lowest consumption, tested the perfor-
mance and measured the consumption parameters. In this paper, we discuss
our design choices and present the results of our work.

Keywords: 3-axis accelerometer, electronics, energy efficiency, fall de-
tection, hardware, microcontroller, telecare.

1. INTRODUCTION

A fall is a dangerous event and may produce a variety of ill effects (such as
concussion, fractures, ruptures, internal hemorrhaging), especially for the elderly
people. According to [1], [2], it is estimated that over a third of adults older than 65
years fall each year, making it the leading cause of the injury or even death for that
age group. As falls generally are uncontrolled and sometimes are caused by specific
diseases, the injured person may remain unconscious, incapacitated or otherwise
unable to request assistance. Several studies [3], [4] have concluded that elderly
people, who choose to live at home, are also willing to accept new technologies to
support their sovereignty and safety.

Fall detection methods usually are divided into three categories [5]: wearable
sensors, ambience sensors and vision (camera) based sensors. Only wearable sys-
tems provide all necessary conditions for live telecare monitoring, where the main
concern is the cost of the sensor device and system’s setup.

Fall detection device is an accelerometer and/or gyroscope based wearable
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unit, used in telecare for patient activity monitoring and fall detection. The main
function of the fall-detection device is to recognise the abnormal acceleration or
orientation, run the fall recognition algorithm on the recently acquired data set, and
if the fall is detected — send a distress signal to the monitoring station. Most of the
fall detection devices also have a “panic button”, which allows the patient to request
assistance in other situations.

The device consists of hardware and firmware parts. In this paper, we focus
on the hardware design and implementation, so the firmware will only be briefly
discussed when device functionality and power consumption are concerned.

2. RESULTS AND DISCUSSION
2.1. System Overview

The core components of our fall detection device are: LIS2DH — low power
consumption accelerometer [6]; ATxmega32C4 — a 16-bit Flash-based microcon-
troller with a selection of sleep modes and consumption reduction settings [7], ca-
pable of running the fall detection algorithm; nRF24L.01+ [8] module — a short range
2.4GHz RF communication module; and MAX1724 — DC/DC step-up converter
with low quiescent current and high efficiency at light load [9].

It should be mentioned that we chose ATxmega32C4 both for its characteris-
tics (1-2uA consumption in sleep mode, acceptable voltage range, pin count, TQFP
and smaller VQFN package availability, acceptable price — 2.45 € w/o VAT, built-in
USB module for debug data output, and 32KB program memory) and our experi-
ence in working with Atmel devices and their integrated development environment
(IDE). The LIS2DH was chosen because of its low power consumption in low fre-
quency modes, small LGA-12 footprint and wide range of sensitivity, resolution and
frequency settings, which came in handy in the fall detection algorithm development
phase. The RF module was chosen mainly because it was a compact low-budget so-
lution and allowed for 2Mbps debug data transmission, while having relatively low
power consumption. The 2.4GHz frequency is suitable for patch and chip antennas,
making the module small enough (18x12mm) for our prototype. The device sche-
matic may be observed in Fig. 1.

2.2. Fall Detection Algorithm

Figure 2 shows the device behaviour in the active mode when triggered by a
free-fall event. Before the interrupt, the accelerometer (ACC) gathers high-resolu-
tion (12b) data in internal “first in, first out” buffer (FIFO) at 25Hz frequency, while
constantly checking for a free-fall condition using a simple built-in state machine.
When the ACC recognises the free-fall event, it generates an interrupt to wake up
the microcontroller unit (MCU). The MCU then becomes active, acquires last 32
samples from the ACC to calculate the orientation, configures the ACC to a higher
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Fig. 1. Device schematic.

frequency (100Hz) and returns to power-save mode for 320ms to conserve the ener-

gy. When ACC 32 level FIFO is full, the MCU wakes up to acquire the samples and

calculate Teager energy operator (TEO). This cycle is normally repeated four times
in order to obtain >1 s (1.28 s) data set. After that, if TEO exceeds the threshold and

impact is detected, orientation check is performed. If device orientation has changed
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by more than 60 degrees, the event is regarded as the “true-positive” — MCU powers
up the RF module, sends the distress signal and waits for acknowledgement from a
base station. When acknowledgement is received, the MCU returns to sleep. If the
acknowledgement is not received, the device will keep sending messages trying to
contact the station. If TEO has not tipped the threshold or the orientation has not
changed, the event is considered a “false-positive” response, and MCU goes back to
sleep [10].

Notice that the algorithm is designed in such a way that a continuous free-fall
condition will reset the data acquisition and TEO calculation cycle. This may result
in longer active cycles in some cases, which will be discussed later.

Another point to mention is the so-called “panic button”, which is simply a
tact switch located in the front panel, which wakes up the MCU to send a manually
triggered distress signal to the base station.

The two light-emitting diodes (LED) on the front panel are used for indica-
tion. The green LED lights up when the device is trying to contact the base station.
It is necessary in order for user to know that the device is operational and trying to
make contact with the station. The amber LED lights up when the acknowledgement
from the base station was received, so that a user would know that his distress signal
was heard and the help was on its way.

Device in sleep mode, 1,
accelerometer at 26Hz B

1. Wake up the MCU
2. Acquire samples
3. Calculate TEQ

changed?

¢ Repeat 4 imes Impact
‘ ACC free fall interrupt ‘ > Reset cycle iffree fall detected? b
J' is detected again
1. Wake up the MCU i _ |
2. Acquire samples i Sleep untlIACC FIFO ! Sleep for 2 sec
3. Calculate orientation ' is full i
4, Set ACC freqto 100Hz i (321100 sec) ;
| v |
: ; Orientation

1. Power up RF module
2. Send distress signal  [—
3. Wait for acknowledgement

Fig. 2. Fall detection algorithm.

2.3. The Power Source

There is a number of trade-offs one must consider when designing a power
circuit for a wearable device: rechargeable or non-rechargeable battery, 3.0-3.6V or
1.4-1.6 V, single or dual cell solution, cell chemistry, size, weight, energy density,
availability and price range must be considered.

We have decided to use alkaline instead of lithium-based cells. Though lith-
ium cells have high energy density and the output voltage is just right for 1.7-3.6 V
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digital circuitry, we have had major safety concerns about them. Since the device
is wearable, it might prove inconvenient if the cell caught fire or exploded due to
overheat when accidentally pressed against a hot surface, or due to internal discharge
caused by protection circuit malfunction or damage caused by electrostatic discharge
(ESD).

The second decision was to use non-rechargeable batteries. One of the main
reasons is that at the moment (Sept. 2015) non-rechargeable alkaline batteries pro-
vided twice the power of rechargeable Nickel Metal Hydride (NiMH) batteries for
one fourth of the price. VARTA non-rechargeable alkaline 1.5 V AA cell provides
2.85 Ah at the cost of approximately 1.60 € (including VAT), while VARTA recharge-
able NiMH 1.2 V AA cell provides only 1.6 Ah at the cost of approximately 6.70 €
(including VAT). Non-rechargeable alkaline batteries are readily available and may
be discharged down to 0.8 V (limited by a DC/DC converter), while NiIMH have a
high self-discharge rate and may only be discharged down to about 1.0 V to pre-
vent battery damage. Rechargeable battery based solution would also require over-
discharge protection, an external battery charger, or additional recharging circuitry
and a DC power source. Our preliminary average current consumption estimation
was average 100 uA at 3.3 V, with 65 % upconverter efficiency, so life expectancy
(not including high NiMH cell self-discharge rate and alkaline cell deep discharge
option) of the alkaline battery might roughly be about 350 days, while NiMH should
last almost 160 days. This rough estimation was necessary to assess the need for
device maintenance and viability of both solutions. The actual battery discharge is
monitored by MCU and reported regularly during operation. We have decided that
using non-rechargeables would simplify the circuitry and therefore allow for easier
routing, minimise printed circuit board (PCB) size, reduce component costs, and
reduce device maintenance frequency and expenses associated with it.

Using multiple cells for higher voltage does not seem to be a viable option,
since even a single 24 g AA cell (by the authors’ personal account) is almost too
heavy for a wearable sensor. It is for these reasons that we have decided to focus
our design on a single alkaline AA or AAA cell as a power source. One thing worth
mentioning is that because of said integrated circuit (IC) supply voltage range (1.7—
3.6 V), it is impossible to power the device with a single alkaline cell (1.5-1.6 V
when full). Powering from 3.0-3.6 V lithium cell is possible if precaution measures
are in place to limit the voltages exceeding the IC’s maximum. This approach may be
cheaper, but may not be an effective solution. Battery output remains above or at the
rated voltage for the most of the operational time, and digital circuitry consumption
almost does not depend on supply voltage, so converting the 3.6 V battery output
to 3.0 V with 87-90 % efficiency would still provide a power boost. The viability
of this approach highly depends on battery and LDO choice and requires additional
research and testing to give a definitive answer, but is out of the scope of this topic,
since we have already settled on a single alkaline cell.

When a device has no external power source and only relies on a battery,
the current consumption becomes one of the primary issues. Many modern ICs have
a range of power reduction settings and modes, which disable unused features and
parts of internal circuitry, thus reducing power consumption. Further in the text we
differentiate between “sleep” and “active” modes. Active mode is when all calcula-
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tions, interfacing and data exchange take place. In the sleep mode, the accelerometer
collects data and checks for the free-fall condition at the minimal frequency allowed
by the algorithm, while the MCU is in the power-save mode.

2.4. DC/DC Converter

The next step in designing the device was to choose the suitable DC/DC
converter for the application. We have estimated that in the sleep mode our design
should consume no more than 50 uA, while in the active mode, the average con-
sumption might be about 10 mA, lasting 0.5 s per each false-positive wake-up. The
false-positive wake-up is an event, when MCU becomes active, acquires and analy-
ses accelerometer data, but the algorithm concludes that no actual fall has happened,
and, therefore, no distress message will be sent.

We have done a test run that resulted in up to 60 false-positive wake-ups per
hour for a very active and lively person (driving a car, jumping, walking, sitting
down and getting up, riding elevator up and down, walking up and down the stairs,
etc.). A simple calculation shows that if the person sleeps 8 h per day and maintains
this high level of activity during all other hours (which is not very likely), the active
mode current consumption (at DC/DC converter output) would be 4800 mAs, while
the sleep mode would consume 4320 mAs. For an actual ill or elderly person, the
passive consumption would therefore always dominate over active, so the primary
concern for DC/DC converter should be conversion efficiency at light loads.

Based on availability, cost and datasheet parameters, such as high efficien-
cy, low quiescent current, and input voltage range, we have selected four poten-
tial step-up converters from well-recognised manufacturers: MAX1724EZK33+T,
NCP1400ASN27T1G, TPS61221DCKT, and LTC3525ESC6-3.3. We have tested
them for conversion efficiency at 300 R, 3 K, 30 K, 300 K loads, with 10 uH, 15 uH,
22 uH, 47 uH inductors, at 0.7 V, 1.0 V, 1.6 V input voltages. It should be mentioned
that with NCP1400A and LTC3525, only inductors fitting in manufacturer specified
range were tested. Another thing to mention — NCP1400A output voltage is 2.7 V,
while others supply 3.3 V. In most tested cases, higher external inductance increases
converter efficiency. The device in the sleep mode was represented by 300 K-30 K
load range, and 300 R — in the active mode. Characteristics of MAX1722 with 47 uH
(66-85 % efficiency in sleep, 87-96 % when active) were best suited for the design
of the device in question.

2.5. Energy Consumption Reduction and Measurements

The central part of the design is the accelerometer. Upon MCU wake-up, the
algorithm requires 1 second long data backlog with the highest possible time reso-
lution, which can only be achieved by configuring the device in 25Hz mode with
output to internal 32-level FIFO. Datasheet states that in high-resolution 25 Hz mode
LIS2DH should consume only about 6 uA, which is consistent with our prototype
measurements [6].
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Another crucial part of the design is the microcontroller. Datasheet states that
in power-down and power-save modes (at 25 °C) ATxmega32C4 MCU with 3 V
power source should consume less than 1 uA, if using external clock and all power
saving options are enabled [7]. The device should report battery condition to the base
station at least few times a day, so it is impossible to use the least consuming “power-
down” mode. In this mode, only asynchronous interrupts can wake up the control-
ler. All internal circuitry, including clock sources, timers and counters, necessary to
wake up the MCU to measure and report the battery status, is disabled. Power-save
mode consumes more power, but allows keeping operational the circuitry necessary
for a timed wake-up. Our measured results for power-down: 0.44 uA, power-save:
1.37 uA, standby: 77 uA, idle: 282 uA, active 848 uA.

3. TEST DATA AND BATTERY LIFE EXPECTANCY

Table 1 shows sleep and active mode current consumption measured in the
device prototype. Battery consumption was measured at 1.56 V.

Table 1
Measured Device Power Consumption (% — Mode Efficiency)
Parameter Consumption Parameter Consumption
Accelerometer sleep 59 UA False-positive con- | 3714 ms at average battery drain
current ’ sumption 386 uA (2236 uWs, 87 %)
Microcontroller 14 uA Additional data read | 320 ms at average battery drain
sleep current ’ consumption 925 uA (462 uWs, 82 %)
RF module sleep 44 ms at average battery drain
current 0-TuA RF message sent 4.52 mA (310 uWs, 90 %)
Reset pin pull-up 0.1 uA RF message re- 12.8 ms at average battery drain
current ' ceived 4.28 mA (85 uWs, 92 %)
Converter output 7.5uAat33V Sinele LED current 4-5mA, 9.6-12.2 mA (15-19 mW)
current at sleep (24.75 uW) £ battery drain per second
Battery output cur- 24uAat1.56 V “Panic button” 0.33 mA, 0.84 mA (1.3 mW) bat-
rent at sleep (37.44 uW, 66 %) current tery drain per second
Current
A
free fall data acquisition and RF send
trigger TEOQ calculation orientation check RF receive
/ \ \
L L] e
\ /\ / Time
“false positive™ consumption Riégasnusr;nﬁi?n

Fig.3. Device active mode current consumption explanation.
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Figure 3 shows the current consumption when the device is in the active mode.
The false-positive consumption with a single free-fall trigger drains 2236 uWs dur-
ing approximately 3720 ms. The true-positive cases with RF transmission will hap-
pen relatively rarely and can be neglected. It has previously been mentioned that in
data acquisition and TEO calculation phase the algorithm can be restarted and active
consumption may therefore increase. Our tests show that during everyday activities
this usually happens when walking down the stairs or taking an elevator. For ex-
ample, we have detected up to 41 additional consecutive free-fall events while riding
the elevator down for about 13—15 seconds. Since elevator constantly moves, the
cycle restarts after the first data read cycle. This results in 21.2 mWs battery drain.
Fast walk down the stairs results in 1 to 7 consecutive triggers per stair (5 on average,
depends on the walking rate). Due to nature of a person’s movement, we are assum-
ing that an average of 2.5 ACC data read cycles pass before restarting the algorithm,
resulting in 6.9 mWs battery consumption. Other actions normally produce only a
single free-fall trigger and only consume 2.2 mWs. The sleep mode consumption is
37.44 uW, resulting in 0.9 mWh daily battery drain.

A very lively person could drain the battery for up to
0.78 mWh+0.9 mWh=1.68 mWh per day. A less active elderly person would drain
the battery for 0.07 mWh+0.9 mWh=0.97 mWh daily. Comparison of active and
passive power consumption proves our previously made assumption that light load
(sleep mode) performance is paramount for this design.

The previously mentioned VARTA Industrial alkaline battery is rated for
3.3 Wh worth of energy at 43 Ohm load with 0.9 V end voltage [11]. Compensating
25 % for DC/DC converter’s decreased efficiency at lower input voltages and battery
self-discharge, this should result in 4 to 7 years of operation, depending on person’s
activity and not including true-fall event consumption and daily battery condition
reports. The number is impressive, but it should be noted that only after extensive
device testing in real operating conditions and obtaining the normal and abnormal
event statistics, it will be possible to calculate more realistic battery life expectancy.

4. CONCLUSION

The main goal of the present research — the design of an energy efficient fall
detection device — was successfully completed. The prototype was built and tested
for functionality. There is space for improvement though:

1. The main power consumer in the sleep mode is the accelerometer. It is
drawing almost 6 uA of current. Other accelerometers with comparable
functionality and resolution may be considered for replacement.

2. A way to reduce the power consumption is to pick a converter with lower
output voltage and comparable (50-70 %) output efficiency. If a better
converter for 1.71 V output is used, the battery life may be extended sig-
nificantly.

3. A buzzer might prove useful to provide additional audio feedback from a
device to a user.
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ENERGOEFEKTIVAS KRITIENA NOTEIKSANAS IERICES
APARATURAS IZSTRADE

A. Skorodumovs, E. Avots, J. Hofmanis, G. Korats

Kopsavilkums

Kritiena laika vecaka gadu gajuma cilvékiem ir liela iesp&ja giit nopiet-
nu traumu. Sada gadijuma ir svarigi laicigi izsaukt palidzibu, bet vienmér pastav
iesp&ja, ka cilveks atradisies bezsamana un pats to izdarit nespés. Sim noliikam
pielieto kritiena detektéSanas sensorus, kuri automatiski inform& par kritiena no-
tikumu radiniekus vai socidlo pakalpojumu sniedzgjus. Sadas sensora ierices
izstrades galvenie kriteriji ir algoritma drosiba un jaudas paterins. Par otras kartas
kritérijiem var uzskatit ierices izméru, svaru un cenu. Saja raksta més apskatam al-
goritma darbibas principu, argument&jam komponensu izvéli, pienemtos Iémumus,
apskatam aparatiiras un programmnodro$inajuma paterina minimizeSanas iespgjas,
piedavajam uzmanibai veiktos meérjjumus. Balstoties uz testu serija ieglitajiem al-
goritma aktivacijas rezultatiem un izmerTto ierices pat€rinu aktivaja un gul&Sanas
rezZima, m&s veicam teorctiska patérina aprekinus un prognozgjam baterijas dzives
ilgumu.

21.09.2015.
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The reflection and diffraction of external communication and navi-
gational transmitters from tall constructions and moving blades of wind tur-
bines produce some short-pulse additional electromagnetic interference strong
enough to fully disturb radio astronomical observations. The problem of short-
pulse electromagnetic interference is distinctive to all radio telescopes sur-
rounded by wind turbines. This problem became significant for Ventspils In-
ternational Radio Astronomy Centre (VIRAC) after new wind park “Platene”
of Winergy Ltd. was built in 2012 and radio telescopes RT-16 and RT-32 reno-
vated and equipped with cryogenic high sensitive receivers. The paper deals
with the analysis and evaluation of intensities and probabilities of short-pulse
interferences produced by wind park “Platene” and its possible impact on radio
astronomical observations at VIRAC radio telescopes.

Keywords: electromagnetic interferences, radio astronomy.

1. INTRODUCTION

Obviously the utilisation of wind power for electricity generation is the grow-
ing issue for power generation with a minimal environmental impact. Due to exter-
nal pressure of “green” organisations, the common EU policy and EU regulations,
commercial structures and others, a number of wind power installations are increas-
ing dramatically everywhere. Sometimes the real impact of new wind installations
on the local environment appears to be rather unpredictable.

One of wind energy installation effects on a local environment is a possible
influence on radio astronomical observations performed by closely located radio tel-
escopes. Tall towers and blades of wind turbines located in the close zones of big
radio telescope antennas disturb the uniformity of the electromagnetic environment
and produce some additive passive electromagnetic interference. Due to the reflec-
tion and scattering of the emission of close communication and navigation trans-
mitters from wind turbine moving blades, periodical shot-pulse interference occurs.
This sporadic short-pulse interference is able to fully disturb radio astronomy obser-
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vations performed by modern sensitive cryogenic receivers of radio telescopes. The
problem mentioned is characteristic of most radio telescopes [2]-[6].

The interference produced by a number of reflected and diffracted side beams
has a form of periodical sequences of short pulses with different lengths of mil-
liseconds. In most cases, the interference is sporadic and unpredictable. This kind
of interference has a wide and irregular spectrum. The detection and mitigation of
similar interference are the most sophisticated task compared to the mitigation of
permanent interference by known methods. Taking into account the significance of
VLBI (Very Long Base Interferometry) observations, rather weak pulse interference
at one of radio telescopes is able to fully violate the observation of the whole radio
telescope network.

Along with the creation of wind park “Platene”, the problem of pulse elec-
tromagnetic interference produced by moving blades of its wind turbines became
significant and urgent to radio telescopes RT-32 and RT-16 of Ventspils International
Radio Astronomy Centre (VIRAC). The present research is just the first attempt to
analyse and evaluate some possible effects of wind park “Platene” on the quality of
radio astronomical observations implemented by VIRAC RT-32 and RT-16.

Fig. 1. Siemens SWT-2.3-101 wind turbine, (a) VIRAC radio telescopes RT-32 (b) and RT-16 (c).

2. THE ELECTROMAGNETIC ENVIRONMENT OF VIRAC RADIO
TELESCOPES

Radio telescopes RT-16 and RT-32 (Fig. 1, b, c¢) are the main instruments of
VIRAC. After considerable renovation in 2015, they are expected to be involved in
a lot of observational programs. The earliest forms are VLBI (Very Large Base In-
terferometry) in EVN (European VLBI Network), interferometric radio location of
space debris and satellites, solar spectral polarimetric observations. Radio telescopes
are expected to be equipped with cryogenic radiometers for extended C-band (5
GHz), frequency bands of 327 MHz, 1.8 GHz, 6.3-9.3 GHz are also expected to be
used.

Although radio telescopes are located in rather unpopulated site Irbene, they
are actually surrounded by a number of various transmitters. Among them several
GSM basic stations and digital television transmitters are directly visible and known.
A number of maritime and border guard communication, navigation and radio loca-
tion transmitters are also located in Ventspils and along the sea cost.
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In 2012 the wind park “Platene” of Winergy Ltd. was built and started to work
permanently. The wind park consists of 13 wind turbines located near Platene (two
groups of 4 and 5 wind turbines) and Vede (the group of four wind turbines). The
wind park is equipped with widely used SIEMENS SWT-2.3-101 wind turbines (Fig.
1, a). The distance from Irbene radio telescopes to Platene is 19.7 km and to Vede is
8.2 km. Towers of wind turbines are about 100 m in height and turbine blade length
is 39 m. Thus, towers and turbines are in the direct visibility from focal centres
of both radio telescope antennas above the surrounded forest. Obviously all wind
turbines are located in the close zone of at least RT-32 antenna. The mutual loca-
tion of GSM and digital television transmitters, groups of wind turbines and radio
telescopes are shown in Fig. 2.

Fig. 2. The location of GSM/DTYV towers, groups of wind turbines and VIRAC radio telescopes.

The monitoring of radio interference in Irbene has shown that there is main
permanent interference at frequencies of digital television (DVB-T) and GMS mo-
bile communication 900/1800 Mhz. The example of interference monitoring per-
formed in 2014 is shown in Fig. 3. The interference intensity of all GSM transmitters
is above the threshold level defined by recommendation [8] and strong enough to
produce harmonic interferences in protected radio astronomical frequency bands and
intermodulation distortions in the sensitive receiver and frequency conversion units.
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Fig. 3. The spectrum of the isotropic interference flux density in Jansky (1 Ja= 10 Wm=Hz") mea-
sured at the secondary focus of RT-32 and its comparison with known radio astronomical sources and
threshold limit by recommendation [7].
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Radio interference in C-band and higher frequencies is sporadic and the
source of it usually cannot be detected precisely. The example of similar sporadic
short-pulse interference recorded during the spectral polarimetric observation of the
Sun by RT-32 radio telescope is presented in Fig. 4. The interference of 9.3 GHz has
a rather narrow frequency band (about 80 MHz — one channel of the 16 band spectral
polarimeter for 6.3-9.3 GHz band). The intensity of pulses achieved the spectral flux
density of quiet Sun. The source of interference was not detected. During this obser-
vation, the antenna azimuth of RT-32 was about 200 deg., so most likely one could
explain it as reflection of some maritime radar from towers of “Platene” wind park.
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Fig. 4. The record of one Sun scanning by RT-32 during the spectral polarimetric solar observation
affected by periodical pulse interference at 9.19 GHz.

3. THE EVALUATION OF PROBABLE PULSE INTERFERENCE
PRODUCED BY WIND TURBINES

The precise estimation and prediction of pulse interference produced by wind
turbines is a rather sophisticated task. The intensity, pulse time sequence and pulse
width depend on the mutual orientation of the wind turbine and radio telescope an-
tenna, receiving equipment and conditions of observations, speed of wind turbine
rotation, activity of the transmitter reflected from the wind turbine blade and a lot of
other circumstances.

The analysis of possible interference from wind turbines for different radio
telescopes involves mostly the evaluation of pulse interference intensity produced
by the reflection or scattering of some known or hypotetical transmitter emission and
its comparison with the interference threshold limit that could fully disturb the radio
astronomical observation [1], [2]. Usually the effective path loss from the transmitter
to the radio telescope is obtained taking into account the emission scattering on the
wind turbine blade and far side lobes of the antenna pattern diagram [4], [5].

The same evaluation of pulse interference intensities and their appearance
probabilities were performed for VIRAC radio telescopes RT-32 and RT16. In this
evaluation, hypotetical transmitters of 1 KW power and 100 MHz band width (simi-
lar GSM basic station transmitters) located in Ventspils, Jaunupe, Mikeltornis, Jaun-
pope, Dundaga are considered.
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The interference emission is assumed to be reflected or diffracted from one
blade of wind turbines located in Platene and Vede. The radio telescope RT-32 an-
tenna pattern diagram for far side lobes was assumed in recommendation [7] (Fig.
5, a). The spatial passive pattern diagram for the wind turbine blade was assumed
similar to the one described in [4]. The diagram consists of the direct reflection from
the elliptical cylinder surface and diffraction diagram on the blade edge where the
blade is illuminated normally to its surface (Fig. 5, b).
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Fig. 5. RT-32 antenna pattern diagram of far side lobes assumed in recommendation [§]
(a) and the passive blade reflection and diffraction pattern diagram
at 6 cm wavelength (b).

Obviously, the maximal intensity of the pulse interference (“the worst case”)
can be observed when the radio telescope is directed to the wind turbine (the obser-
vational azimuth of RT-32 is 212 deg. to Platene and 188 deg. to Vede) and the anten-
na elevation is lowest (8 deg. for RT-32). On the other hand, the wind turbine has to
be directed to get some maximal reflection of the external transmitter for “the worst
case”. As a result, calculations under the above-mentioned conditions of spectral flux
densities of pulse interference produced by one blade of the wind turbine from some
transmitters are shown in Table 1. Spectral flux densities of pulse interference are
calculated in Jansky (1 Ja = 102 Wm?Hz!) for comfortable comparison with real
radio astronomical observation data.

According to recommendation [7], the threshold spectral flux density of inter-
ference for C-band VLBI observations does not exceed 100 Ja. Spectral flux densi-
ties of radio astronomical sources observed during VLBI session are mostly about
5-50 Ja. Taking into account that the system temperature of new cryogenic receiver
is about 20 K, the spectral flux density of some external emission in C-band cor-
responding to this value is about 30 Ja. Thus, it is evident that in the “worst case”
intensities of pulse interference affected by RT-32 do not exceed the threshold level
but can exceed intensities of most radio sources in C-band and the system noise of
the receiver.

Obviously, the “worst case” of observations is very rare and real intensities
of pulse interference should be lower or absent in most cases. The appearance prob-
ability of interference related to the “worst case” is shown in Fig. 6. Obtaining the
probability of pulse interference appearance, the omnidirectional orientation of wind
turbines and prior radio astronomical observations in the southern hemisphere in the
range of elevations of about 8—80 degrees was considered. One can evaluate that the
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“worst case” is almost impossible, but interference with 10 percent of “worst case”
intensity could appear at every fifth observation.

Table 1
The Spectral Flux Density of Maximal Pulse Interference (“worst case)
Produced by the Reflection and Scattering of 1 KW Transmitter Emission
from the One Blade of a Wind Turbine and Applied to Radio Telescope RT-32 Input
Source Reflection from Platene Reflection from Vede
Ventspils 6.9 Ja 59Ja
Jaunupe 8.3 Ja 5.5])a
Mikeltornis 2.2 Ja 39.6 Ja
Jaunpope 14.1 Ja 10.4 Ja
Dundaga 0.9 Ja 6.5 Ja
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Fig. 6. The dependence of pulse interference probability appearance on the interference
intensity related to maximal intensity (“worst case”).

Summarising all these issues and taking into account the number of transmit-
ters and wind turbines acting simultaneously, one can conclude that pulse interfer-
ence produced by wind turbines of wind park “Platene” can actually disturb radio
astronomical observations in Irbene.

4. CONCLUSIONS

Even some preliminary and rough analyses and evaluations of intensities of
pulse electromagnetic interference produced by towers and moving blades of wind
turbines have shown that wind park “Platene” in some cases is able fully to disturb
radio astronomical observations performed by VIRAC radio telescopes RT-32 and
RT-16. Almost in all other cases the influence of the wind park on observations is
still noticeable.

More precise analysis of circumstances of the pulse interference emergence
and propagation in the area of Irbene is necessary. The permanent monitoring of
electromagnetic interference and determination of its sources must be a mandatory
part of the observational activity. Methods of the precise detection of pulse interfer-
ence appearance and its mitigation have to be developed.
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VEJA GENERATORU IETEKME UZ RADIOASTRONOMISKIEM
NOVEROJUMIEM IRBENE

D. Bezrukovs
Kopsavilkums

Komunikacijas un navigacijas iekaru raiditaju starojums, atstarojoties vai
difraggjot no v&ja generatora, kas novietots noteikta augstuma virs Zemes, un no
vEja turbinas kustiba esosam lapstinam, rada Tsus papildus elektromagnétiskos
traucgjumus, kas nopietni var ietekmét radioastronomiskos novérojumus. Paslaik
tada probléma ir Ventspils Starptautiska Radioastromonijas Centra (VIRAC) radio-
teleskopiem, jo vEja parks “Platene” atrodas radioteleskopu antenas tuvaja zona.
Raksta veikti $adu Tsu impulsu trauc€jumu intensitates un to paradisanas varbiitibas
novertgjumi un to ietekme uz radioastronomiskiem novérojumiem ar VIRAC radio
teleskopu RT-16 un RT-32

16.09.2015.
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