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This study proposes a new approach to the diagnosis of autonomous power-generating 
equipment operating on the basis of a spark-ignition engine, using computer simulation of the 
technical diagnosis system. The main idea of this method is the ability to mathematically deter-
mine the diagnostic parameters of the system, which allows analytically assessing the degree 
of wear of the cylinder-piston group. Determining the currents of the electric starter allows 
setting the functional parameter – the real degree of compression. This definition of the degree 
of compression allows setting the energy indicators of the generator. Using this method it is 
possible to establish the dependence of specific energy indicators on the technical condition of 
the generating plant. The conducted research resulted in the development of a multi-level hier-
archical multi-component model of the system of technical diagnostics of a generator based 
on a spark-ignition engine. This model allows one to predict the diagnostic parameters of the 
research object and choose the necessary diagnostic tools. Calculation data obtained using the 
developed mathematical model of an electric generator with a single-cylinder engine and spark 
ignition based on real parameters testify to the high adequacy of the proposed mathematical 
model.

Keywords: Electric generator, energy efficiency, internal combustion engine, fuel con-
sumption.
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1. INTRODUCTION

Ukraine has considerable experience 
in the practical use of renewable energy 
sources. According to the estimated data 
of the long-term programme “Energy 
Conservation and Improvement of Energy 
Efficiency of Ukraine until 2050”, the 
maximum use of renewable energy sources 
(RES) in Ukraine opens up real opportu-
nities for increasing generation capaci-
ties based on them. Often, the use of RES 
technologies for autonomous power supply 
systems requires the availability of a reli-
able backup source of electricity. Electric 
generators based on internal combustion 
engines occupy the first place among reli-
able and profitable backup sources of elec-
tricity [1]– [3]. Electric generators based on 
internal combustion engines are also widely 
used independently to provide electricity in 
emergency situations and for humanitarian 
power supply.

Ensuring the efficient use of energy 
resources has always been of great interest 
to decision-makers at the national, Euro-
pean and international levels. The European 
Union (EU) and all its members signed and 
ratified the Paris Agreement, committing to 
reduce greenhouse gas emissions by 55 % 
by 2030 compared to 1990 levels. Achiev-
ing such a goal is possible only if reli-
able energy-generating equipment based 
on internal combustion engines with high 
energy efficiency and low emission levels 
is used. Maintenance of this equipment in 
good condition is possible thanks to the 
application of diagnostic methods aimed 
at monitoring indicators of its condition, 
which affect energy efficiency as a whole. 
Cylinder compression, or real compres-
sion, is one of the key indicators affecting 
the energy efficiency of power generating 
equipment. This indicator is determined 

by the ratio of the volume of the combus-
tion chamber to the volume of the fuel-air 
mixture after closing the exhaust valve. 
Increased compression levels play a crucial 
role in enhancing the efficiency of fuel-air 
combustion. This, in turn, boosts productiv-
ity and lowers fuel consumption, thereby 
aiding in the pursuit of greater energy effi-
ciency [4]–[8].

Obtaining experimental data and ana-
lysing diagnostic signs is the basis of the 
diagnostic process. These signs determine 
the state of the object under study depend-
ing on their informativeness. There are sev-
eral diagnostic methods for the diagnosis 
of internal combustion engines, which is 
often carried out by comparing the obtained 
experimental data with normative ones. 
Compression measurement using compres-
sors and barographs is a progressive method 
for diagnosing the tightness of the cylinder-
piston group of an internal combustion 
engine. Among the disadvantages of this 
method, we can note the great laboriousness 
associated with disassembling the engine to 
measure compression, as well as the possi-
ble unreliability of the data obtained, which 
can arise for various reasons, such as the 
condition of the engine, the quality of the 
equipment and the correctness of its appli-
cation.

The internal combustion engine diag-
nostic system, which uses the starter cur-
rent level as a diagnostic parameter, will 
avoid the disadvantages associated with 
high labour intensity and unreliability of 
data that may occur when measuring com-
pression. This method allows one to carry 
out diagnostics without the need to disas-
semble the engine, which simplifies the 
process and reduces its time and effort [6], 
[8]. Thus, diagnostic systems that are based 



5

on the analysis of the change in the crank-
ing moment of the spark-ignition engine 
without fuel supply in the compressor mode 
use the measurement of the starter current 
and voltage level as a diagnostic parameter. 
This method allows detecting anomalies in 
the operation of the engine, such as wear 
of the cylinder-piston group or problems 
with the lubrication system, without the 
need for extensive labour and disassembly 
of the engine. The motor testers, such as 
KAD30003, M32, MT3500 and similar, are 
examples of diagnostic complexes that use 
a diagnostic method based on the analysis 
of the change in the torque of the crank-
shaft of a spark ignition engine. They allow 
for comprehensive diagnostics of various 
engine systems and units, including check-
ing the cylinder-piston group, starting sys-
tem, ignition system, and others. The use 
of this method of diagnosis really allows 
increasing the reliability and accuracy of 
the results, while reducing labour costs. 

However, for the successful application of 
this method, it is necessary to have previ-
ously known values of diagnostic param-
eters, which can become a problem in the 
case of new diagnostic objects or unknown 
anomalies. Such limitations require careful 
planning and preparation before applying 
the method.

To predict the parameters of the sys-
tem of technical diagnostics of the genera-
tor based on the engine with spark ignition 
using the compressor method, it is neces-
sary to develop a process model that allows 
selecting system components. This model 
may include such components as mathe-
matical equations, data analysis algorithms, 
statistical methods and other tools for pre-
dicting the state of the object and identify-
ing possible malfunctions. An important 
part of developing such a model is choos-
ing the right diagnostic parameters and their 
optimal combination to achieve the best 
forecasting results.

2. LITERATURE REVIEW 

The studies of energy efficiency param-
eters of systems using a starter motor are 
divided into two main groups. The first 
group of studies concentrates on starting 
engines without switching the system into 
a special mode and describing functional 
diagnostic systems. The second group 
includes tests of the system in special 
modes, such as compression or with partial 
depressurization, and a description of diag-
nostic test systems.

Among the studies of the first group, 
which are distinguished by the high qual-
ity of the detailed description and formula-
tion of the problem, it is possible to single 
out the starter alternator system in a hybrid 
electric vehicle [9]–[11]. The mentioned 
articles present an analytical model that is 

useful for analysing the torque of an inter-
nal combustion engine. This model also 
describes a control system that uses torque 
transfer with direct engine speed feedback 
to reduce engine torque ripple. The article 
proposes to use the dependencies describ-
ing the isothermal process to illustrate the 
process of air compression in cylinders. 
The application of these dependencies is 
possible provided that the real process of 
air compression by the engine starter in the 
compressor mode is considered.

In the studies devoted to the descrip-
tion of the functional diagnostic system, the 
crankcase gas pressure is used as a diag-
nostic parameter of the engine condition 
[12]–[14]. The articles do not contain pro-
posals for mathematical modelling of the 
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diagnostic process. Application of the pro-
posed method is possible only if experi-
mental data are available for each specific 
object.

Research into the process of diagnosing 
the cylinder-piston group in the compres-
sor mode is concentrated on the electrical 
parameters of starting the starter motor 
[15]–[18] or the pressure generated as a 
result of air compression [19]–[21] used as 
diagnostic indicators. The proposed models 
of the battery, electric starter and resistance 
of the engine with spark ignition can be 
useful for modelling the system of technical 
diagnostics of the generator.

When analysing the currents and pres-
sures that occur during engine rotation, 
the supports originating from compres-
sion forces are taken into account, using 
the geometric parameters of the cylinder-
piston group and the crank-connecting 
mechanism. Nevertheless, it is important 
to acknowledge that the overall resistance 
to rotation is not solely dictated by com-
pression forces; rather, it is influenced by 
various other factors. These include the 
resistance stemming from lubricant blend-
ing, friction within rotating or slowly mov-
ing components, hindrance from auxiliary 

components within the power system, and 
inertial forces.

Setting the components of these com-
ponents is a very difficult task due to the 
significant influence of the rheological and 
tribological properties of the system on the 
mechanics of the contact interaction of the 
elements [22]. Considering all the specified 
components, it is practically impossible to 
obtain a solution to the acquired systems of 
equations. Also, preliminary experimental 
studies confirm the significant influence of 
the flywheel, which temporarily evens out 
the curve of the current change.

Due to the complexity of the analyti-
cal solutions in many studies, numerical 
methods have been employed, utilising the 
Simulink/Matlab interactive simulation and 
analysis tool [23].

Considering the above, it is possible 
to conclude about the need to improve the 
theory, methods and means of existing 
methods of diagnostics of power equipment 
based on engines with spark ignition.

The aim of this research is to develop 
a mathematical model of a system of tech-
nical diagnostics of a generator based on a 
spark-ignition engine, where the starter cur-
rent is used as a diagnostic indicator.

3. DESCRIPTION OF RESEARCH METHODS

Diagnostic indicators are used to deter-
mine the state of the spark-ignition engine 
as part of the power plant, particularly the 
current strength of the starter, which rotates 
the engine in compressor and depressurized 
modes. Diagnostics of the electric genera-
tor engine is carried out without fuel supply 
and with the load on the electric generator 
turned off.

Among the diverse spectrum of auton-
omous generators, the authors paid spe-

cial attention to generating units that use a 
single-cylinder gasoline engine with a vol-
ume of 150 to 250 sm3. Table 1 shows the 
technical characteristics of these energy-
generating systems. Most generators use a 
synchronous generator with an AVR, which 
includes both rotor and stator windings. The 
rotation of the generator rotor is provided 
by a centrifugal frequency regulator con-
nected to the carburettor.
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Table 1. Technical Characteristics of a Synchronous Electric Generator with a Spark Ignition Engine

Parameter Unit Value
Engine type - 4-stroke gasoline engine with air cooling OHV
Number of cylinders - 1
Engine model - 168F, 170F, HONDA GX160, GX200
Engine capacity cm3 150-250
Rated engine power W 3.3-4800
Maximum power W 2800
The volume of the fuel tank m3 0.015
The volume of the oil sump m3 ~0.0006
Weight kg 53.6

This type of equipment uses a perma-
nent magnet DC collector motor that has a 
high torque. The electric starter is equipped 
with a special relay that switches the power 
supply to the electric motor and controls a 
special clutch assembly with the engine fly-
wheel with spark ignition.

The generator diagnostics process 
includes the following main components: 
generator (1), internal combustion engine 
(2), gearbox (3), starter (4), direct current 
sources (battery) (5), Hall effect sensor (6), 
sensor power source (7), analogue-digital 
converter (8) and computer (9) (see Fig. 1). 
The process of obtaining diagnostic data 
involves fixing the position of the crank-
shaft of the internal combustion engine (2) 
and the stator current (4) by the computer 
(9). This diagnostic system allows detect-

ing the relationship between the stator cur-
rent and the state of the thermal unit of 
the power plant. During the development 
of this diagnostic test system, the main 
aspect is the determination of the equip-
ment parameters that will ensure the neces-
sary accuracy and reliability of the process. 
The effectiveness of diagnostics depends on 
the energy characteristics, which determine 
the choice of sensors according to a certain 
level of direct current, the power of the cur-
rent source and the polling frequency of the 
analogue-to-digital converter channels. The 
use of interactive tools for building multi-
level hierarchical multi-component models 
of the system of technical diagnostics of a 
generator based on a spark-ignition engine 
will allow predicting the physical param-
eters of processes.

Fig. 1. Scheme (a) and appearance (b) of the system for diagnosing generators by starter current.
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Figure 2 shows the scheme of the math-
ematical model of the system of technical 
diagnostics of the generator based on the 
engine with spark ignition. In the electro-
mechanical scheme of this diagnostic sys-
tem, the main components are the elements 

of the crank mechanism, such as piston (1), 
connecting rod (2) and crankshaft (3), as 
well as the generator rotor (4) and flywheel 
(5). There are also starter armature (6) and 
armature windings (7).

Fig. 2. Scheme of the electromechanical system of diagnostics of a generator operating 
based on an engine with spark ignition.

The functioning of the electric starter 
can be described by a system of differential 
equations in the normal Cauchy form for a 

DC motor with independent excitation from 
permanent magnets:

2

0 0 2

;

/ ;

a
a a a a

m a g

dIdU R I k L
dt dt

d dk I b M i J
dt dt

ω
ϕ

ϕ ϕ

 − − =

 − − =


	  (1)

where aU  – DC power supply voltage; gi  – gear ratio of the electric starter reducer; 
aR  and aL  – active resistance and inductance of the armature winding; b  – viscous friction 

resistance; kω  – constant electromotive force of the engine; mk – engine torque constant; 
0M  – moment of resistance to rotation of the shaft; 0J  – the given moment of inertia.

The moment of inertia, taking into 
account the flywheel transmission ratio, is 
formed from a constant moment and a vari-

able moment associated with a change in 
the inertia of the system:
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 
 
 

	  (2)

where 1m , 2m  – the separated mass of the connecting rod, which connects the piston and 
the crankshaft.

The analysis of the dependence of the 
change in the components of the moment 
of inertia of the selected diagnostic system 
during one rotation of the crankshaft shows 
the harmonic nature of the changes during 
the rotation of the crankshaft and the change 
in the moment of inertia within 0.8 %. Tak-
ing into account the insignificant influence 
of the variable inertial component, this sys-
tem moment of inertia can be calculated 

with high accuracy by considering only its 
constant component.

In the balance of the moment of 
mechanical losses, the main parameter 
under consideration is the moment of resis-
tance arising from the compressive forces 
in the cylinder. The moment of resistance is 
calculated using the dependence that con-
nects the pressure and the kinematic char-
acteristics of the system:

sin( / ) sin(2 / )
2c c c g gM p F R i iλϕ ϕ ≈ + 

 
, 

/ (0; )giϕ π∈ ,	  (3)

where cF  – piston area;   /R Lλ =  – crank radius ratio R  to the length of the connecting 
rod L ; cp – current pressure in the cylinder; R – crank radius.

With a certain approximation, it can be 
assumed that the increase in current pres-

sure in the cylinder occurs according to the 
following dependence: 

max / sin( / ) sin(2 / )
2c g c g g

pM i F R i iλϕ ϕ ϕ
π

 ≈ + 
 

, / (0; )giϕ π∈ .	  (4)

The resistances that arise from the 
forces of mechanical friction in the cylin-
der-piston group and from the hydraulic 
resistance during the passage of air are also 
significant. Mechanical losses include a 
number of aspects, such as overcoming the 
friction of pistons in cylinders, friction in 
bearings, losses associated with the opera-
tion of the pump (to carry out intake and 
exhaust processes), energy losses on the 
drive of auxiliary mechanisms (such as the 

distribution mechanism, oil, water and fuel 
pumps, as well as ventilation losses, etc.). 
During engine diagnostics at low speeds 
(<20 rad/s), hydraulic expenses are negligi-
ble. At this operational mode, approximately 
90 % of mechanical losses stem from piston 
friction within the cylinders. The means of 
theoretical courses and special literature on 
the mechanics of contact interaction allow 
calculating the friction moment of piston 
rings using the following expression:
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sin( / ) sin(2 / )
2r r r g gM p i Dh R i iλπ µ ϕ ϕ ≈ + 

 
,	  (5)

where rp – radial pressure from the elastic forces of the piston ring; h  – the height of the 
piston ring; ri – the number of piston rings; D  – cylinder diameter; µ  – a coefficient of 
friction of the piston rings on the cylinder wall.

The total resistance arises from the 
forces of mechanical friction in the cylin-

der-piston group and from the compression 
forces in the cylinder:

sin( / ) sin(2 / )
2

c
r r r c g g

g

pM R p i Dh F i i
i

λπ µ ϕ ϕ ϕ
π

  ≈ + +     
.	  (6)

It should be noted that the total resis-
tance to the rotation of the generator by the 
starter (6) has a constant value, regardless 
of the position of the crankshaft. It is also 

necessary to specify that the compression 
component of the total resistance acts on the 
part ( )0;π the entire cycle ( );4π π :

cM R= , with / (0; )giϕ π∈ ;	  

0cM = , with / ( ;4 )giϕ π π∈ .	
 (7)

The following expression was used in 
the modelling process:

( ) · 0,25
·4 ·4g g g

f
i i i
ϕ ϕ ϕϕ θ

π π

   
 = − −        

.		  (8)

Figure 3 shows a block diagram in an 
interactive programming environment for 
displaying the resistance that arises from 
the mechanical friction forces of the cylin-
der-piston group and from the compression 
forces in the cylinder (6).

In the block diagram using frames, the 
components reflecting the compression forces 
in the cylinder (3) and the friction forces of 
the piston rings (5) are marked. The function 
that determines the position of the crankshaft 
depending on the angle of rotation of the sta-
tor armature is shown by block (8). The main 

parameters describing the mechanical system 
include: maximum pressure max 0.9=p MPa ; 
diameter of the cylinder 0.07=D m ; 
crank radius 0.0275=R m ; connecting rod 
length 0.06=L m ;thickness of piston rings 

0.025=ri m ; the number of piston rings 
3ri = ; radial pressure from the elastic forces 

of the piston ring 0.3=rp MPa ; coefficient 
of friction of the piston rings on the cylinder 
wall 0.4µ = .

The total moment of resistance aris-
ing from the forces of mechanical friction 
(Fig. 2) makes it possible to create a block 
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diagram based on the system of equa-
tions  (1), which describes the functioning 
of the generator electric starter. The block 
diagram that describes the operation of 
the electric generator starter includes three 
main blocks: (I) – the block of integration 
of the first equation to determine the current 
of the armature windings; (II) – the block 
of integration of the second equation for 
determining the angle and speed of rotation 
of the armature; (III) – the load unit from 
a spark-ignition engine. Parts reflecting 
inertial forces and resistance from mechani-
cal friction and air compression are added 

using a negative sign (Fig. 4). The param-
eters of the circuit block in the interactive 
environment for determining the param-
eters of the diagnostic system became: DC 
power supply voltage 12aU V= ;became 
the electromotive force of the engine

0.35 /ω =k Nm A ; viscous friction resis-
tance 0.012 /=b Nms rad ; became the 
torque of the engine 0.35 /=mk Vs rad ; 
gear ratio of the electric starter gearbox 

15gi = ; active resistance 0.1= ΩaR and 
the inductance of the armature winding 

0.0001=aL H ; given moment of inertia
2

0 0.00093 ·=J kg m .

Fig. 3. Block diagram in an interactive environment for determining the resistance 
from the forces of mechanical friction and air compression.
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Fig. 4. Block diagram in an interactive environment for determining the parameters of the diagnostic system.

The developed block diagram allows 
determining the main parameters of the 
diagnostic system: current ,aI A and the 
angular speed of rotation of the electric 
starter 1,d rad

dt
ϕ − from time ,t s . In addition 

to these parameters, it is also possible to 
determine the total torque on the starter 

armature, the angular acceleration of the 
starter, the rotation angle of the starter, 
and others. Figure 5 shows the graphs of 
changes in the angular speed of rotation of 
the electric starter 1,d rad

dt
ϕ − from time ,t s in 

pressurized (compressor) and depressurized 
states.

Fig. 5. Graphs of changes in the angular speed of rotation of the electric starter:
a – sealed state; b – depressurized state.

It can be understood from the graphs 
that in the compressor mode there is a pul-
sation and a decrease in the average speed, 
which is caused by the influence of the 
compression forces in the cylinder and the 
kinematics of the crankshaft.

	 Analysis of graphs of changes in 
starter current aI  over time indicates a 

substantial increase in pulsation, which is 
associated with the load from air compres-
sion forces (Fig. 6). The possibility of using 
the current strength of the electric starter to 
determine the state of the generator is con-
firmed by the significant influence of air 
compression forces.
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Fig. 6. Graphs of changes in electric starter current versus time:
a – sealed state; b – depressurized state.

The generalized energy balance of the 
diagnostic system can be presented as fol-
lows:

1 1

n n

i i
i i

A Q
= =

=∑ ∑ ,	  (9)

where iA – operation of an external energy 
source;

iQ  – energy consumption for the imple-
mentation of a number of internal processes 
during engine rotation.

The power of the starter can be deter-
mined according to the technical documen-
tation or depending on:

stN UI= ,	  (10)

where U  – battery voltage;
I  – the average current for one cycle of the 
engine is determined by the results of mod-
elling (Fig. 5).

Energy costs for the implementation of 
internal processes during engine rotation 
consist of costs for friction of parts frQ  and 
thermodynamic gas adQ processes:

1

n

i f ar
i

dQ Q Q
=

= +∑ . (11)

It is possible to ignore the energy con-
sumption for the rotation of the generator 

due to the fact that the starting frequency 
of the motor is only 5 % of the nominal fre-
quency of rotation of the generator.

Friction costs of parts frQ  are laid from 
a number of components that are related to 
the mixing of the piston, the rotation of the 
crankshaft, the operation of the oil pump, 
and the operation of the gas distribution 
mechanism. It is possible to determine fric-
tion costs of parts frQ when starting the 
engine without a screwed-in spark plug:

1frQ UI t= ∆ ,	  (12)

where 1I  – the average starter current with-
out a screwed-in spark plug (depressurized 
state) (Fig. 5).

The costs of the gas thermal processes 
in compressed air are caused by the emis-
sion of heat adQ . From the known depen-
dence of the indicator efficiency coefficient 
of gas thermodynamic processes adQ  is as 
follows:

dad i aQ Aη= ,	  (13)

where iη  – indicator coefficient of useful 
action:

1

11i nη
ε −= − ,	  (14)

where n′– experimental coefficient 1 n k< < ;
ε – engine compression ratio.
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Work with polytropic compression:

1

0 0 0

1

1
1d

n

a
p V V

Q
n V

−  
 = − −    

,		  (15)

where 0p  – initial pressure in the cylinder;
0V  – the initial volume in the cylinder;
1V  – final volume in the cylinder;

n  – polytrophic index for air (1.2–1.365);

The relation 0 1V V  pertains to the 
engine’s compression ratio ε .

After substituting dependence (10–15) 
in (9) and assuming equality of coefficients 
n k′ ≈  we obtain the energy balance equa-
tion of the diagnostic system:

1

0 0 0
1

1

1 1
1

n

n

p V V
tUI tUI

Vγε

−

−

  
′  ∆ = ∆ + − −    

. (16)

Let us determine the degree of com-
pression of the engine ε :

1
1

0 0

1 0( (1 ) ( 1))

np V
tU I n I n p V

ε
− 

=  ∆ − + − + 
. (17)

Solving Eq. (16) with respect to the 
degree of compression of the engine allows 
determining the energy efficiency of the 
electric generator. For analysis, we intro-

duce a substitution in the obtained solution 
(17) using the ratio of currents:

1
I

Ik
I

= .	 (18)

The current ratio coefficient in the 
adopted diagnostic system is an informa-
tive criterion that establishes a connection 
between two states of the system (pressur-
ized (compressor) and depressurized states).

After substituting (18), the solution (17) 
takes the form

1
1

0 0

0((1 ) ( 1))

np V
tUI n k n p V

ε
− 

=  ∆ − + − + 
. (19)

As a result of using the value of the 
ratio of currents in the formula for the com-
pression ratio, a value of 8.78 was obtained. 
The value of the passport compression ratio 
for this engine model is 9 units. Using Eq. 
(13) to determine the compression ratio, we 
can calculate the energy efficiency of the 
generator using the indicator coefficient of 
useful action. In this case, under the condi-
tion that the efficiency of the alternator is 
almost equal to 1, the energy efficiency of 
the generator is 0.22. The obtained value of 
energy efficiency corresponds to the results 
of previous studies conducted earlier [8].

4. CONCLUSION

A mathematical model has been devel-
oped in an interactive environment for diag-
nosing generators based on a spark-ignition 
engine. This model uses starter current as 
a diagnostic indicator. The mathematical 
model allows determining the main param-
eters of the diagnostic system, such as the 
current and angular speed of rotation of the 
electric starter as a function of time. In addi-
tion to the main parameters, the model also 
allows determining additional indicators 

that can be useful for assessing the condi-
tion of the generator, such as the total torque 
on the starter armature, angular acceleration 
and angle of rotation of the starter. Deter-
mining the ratio of current strength values ​​
in different modes allows establishing the 
energy efficiency of the generator. For a 
specific example of a generator based on the 
HONDA GX160 engine, it has been found 
that its energy efficiency is 0.22. Therefore, 
the developed mathematical model in an 
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interactive environment is a powerful tool 
for diagnosing and evaluating the energy 

efficiency of spark-ignition engine-based 
generators.
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A Computational Fluid Dynamics (CFD) is utilised in various research and engineering 
areas across multiple fields and industries. The research field of ventilation and indoor air sci-
ence has experienced a significant surge in scientific articles focused on the utilisation of CFD. 
With the solution of increasingly complicated ventilation problems, CFD validation and veri-
fication are more important than ever. The present study focuses on the crucial task of select-
ing suitable criteria in a flow simulation analysis aimed at predicting the cooling efficiency of 
ventilated protective clothing. This study examines three different cases of a simplified ellipti-
cal model of the human body with a protective jacket comprising 11, 48, and 105 ventilation 
elements. SolidWorks Flow Simulation is used to simulate all three models individually to cal-
culate values of eight different criteria. It is assumed that increasing the number of ventilation 
units would result in an enhancement of cooling efficiency. However, it is crucial to understand 
how the values of various criteria change in flow simulation studies under different situations, 
and which criteria are crucial for the analysis. The criteria values for three cases are recorded 
and compared. The analysis results indicate a gradual increase in values of heat transfer rate, 
pressure and temperature differences as the number of ventilation units increases. However, 
certain parameter values like flow pressure difference do not provide sufficient information 
to predict efficiency of the system, whereas a parameter like average temperature shows low 
sensitivity. The study suggests that the heat transfer rate and heat flux are the most appropri-
ate criterion to be examined in such a situation. This is due to the fact that an increased heat 
transfer rate from the body signifies a more effective cooling mechanism.

Keywords: CFD, heat transfer, protective jacket, SolidWorks flow simulation, ventilation. 
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1. INTRODUCTION

The efficient design and management of 
ventilation systems are crucial for maintain-
ing indoor air quality and improving build-
ing energy efficiency [1]. The characteristics 
of the airflow within a building have a sig-
nificant impact on the effectiveness of venti-
lation systems in removing pollutants from 
that space [2]. The same is true for ventilated 
protective clothing. Computational Fluid 
Dynamics (CFD) has been extensively uti-
lised for the design and implementation of 
building ventilation systems. This approach 
is also increasingly being adopted in other 
areas of fluid dynamics research, such as 
the ventilation of protective clothing [3]. 
To  design systems involving  fluid flows, 
CFD simulations are frequently used as the 
base. Recent developments in CFD have 
enabled the creation of precise engineering 
models that capture the irregular shape of 
a clothed human body, as well as the sig-
nificant variations in length and time scales 
that are typically encountered in computa-
tional simulations. These variations include 
thin layers of clothing covering a relatively 
large human body and irregular air spaces. 
Body-fitted coordinates or unstructured 
grids are employed to simulate intricate 
structures, such as a clothed human arm 
covered by a permeable layer of clothes, or 
simpler geometries like a cylinder covered 
with fabric [4]. This enhanced functionality 
can assist researchers in designing protec-
tive equipment that is both more comfort-
able and more effective.

In order to ensure human thermal com-
fort, it is necessary to maintain a heat balance 
between the human body and the surround-
ing environment. This involves regulating 
the heat generated within the body and the 
heat transferred to or from the body. The 
heat dissipation/gain process is influenced 

by multiple factors, and it involves different 
types of heat transport, such as conduction, 
convection, radiation, and evaporation. 
When the body absorbs more heat than it 
can release, it leads to thermal discomfort as 
the body’s core temperature and heat stor-
age grow. Normally, the body’s core tem-
perature is around 36.5 °C (+ or - 1 °C) in 
thermal comfort  conditions. Experiencing 
an excessive increase in body heat may 
cause a serious threat to one’s health and 
lead to heat stress. In order to alleviate heat 
stress or attain thermal comfort in such cir-
cumstances, it is imperative to implement 
efficient cooling methods [5]. Utilising per-
sonal cooling systems to provide individu-
alised cooling can be an effective method to 
reduce heat stress or achieve thermal com-
fort in situations when implementing wide-
spread air conditioning is not possible [6]. 
Personal cooling systems (PCS) are specifi-
cally developed to reduce the risks posed by 
elevated core body temperatures, while also 
enhancing the overall job performance of 
individuals. Various personal cooling sys-
tems are available, such as a cooling chair 
[7], wrist-band devices [8], radiant cooling 
desk [9], desk fan [10], and personal cool-
ing clothing [11]–[14], and so on. Clothing 
creates its own atmosphere and is our most 
personal space, according to Watkins [15].  

Computational Fluid Dynamics (CFD) 
is utilised to analyse the air exchange rates 
and forecast thermal comfort resulting 
from fluctuations in air flow. CFD  allows 
us to adequately  measure the heat and 
mass transfer, as well as analyse the airflow 
pattern within the garment system. The 
variation in thermal comfort is dependent 
on the quantity and arrangement of ven-
tilation. Despite being constructed of the 
same material, the thickness and structure 
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of the air layer in a garment can vary sig-
nificantly based on factors such as design, 
construction, easiness, openness, and slits. 
As a result, the ventilation impact will also 
differ significantly. Through the utilisation 
of CFD, we may include the air layer, open-
ness, and slit as factors and forecast the 
thermal comfort sensation by establishing a 
correlation between results and human sub-
ject tests [16].

The current research concentrates on 
the important challenge of selecting appro-
priate criteria for a flow simulation analysis 
that is intended to predict the cooling per-
formance of ventilated protective garments. 
In this study, three distinct cases of a sim-
plified elliptical model of the human body 
with a protective jacket are investigated. 
The simplified elliptical model of the body 
and jacket is selected to reduce the com-

plexity of the problem. The first model con-
sists of eleven ventilation holes where there 
is a single inlet at the front and 10 outlets 
at the backside of the jacket. The second 
model is with 48 ventilation holes, having 
24 inlets & 24 outlets, and the third model 
is with 105 ventilation holes, where there 
are 48 inlets and 57 outlets. For calculating 
the values of eight different criteria, Solid-
Works Flow Simulation is utilised to simu-
late each of the three models individually. 
One can logically hypothesise that increas-
ing the number of ventilation units will 
result in enhanced efficiency of the cooling. 
However, it is crucial to fully understand 
how the values of different parameters in 
flow simulation studies vary based on spe-
cific circumstances, and which parameter 
is the most appropriate to select in order to 
achieve a logical conclusion.

2. MODEL DESIGN AND BOUNDARY CONDITIONS

The model design  with three distinct 
cases is depicted in Figs. 1–3, respectively. 
To reduce the complexity of the problem in 
this study, we have  designed  and assem-
bled  simple elliptical models of the body 
and jacket. The body remains centred, and 
the jacket is positioned over it. The ventila-
tion hole diameter of 4.4 mm is used in all 
three cases, and toroidal cut out shaped ven-
tilation element [17] is positioned to all the 
ventilation holes. The ventilation element is 
positioned at the ventilation hole in a con-
centric manner, with the front face of the 
element precisely aligned with the hole. The 
schematic diagram of ventilation element 
and its position to ventilation hole is shown 
in Fig. 4. The ventilation elements are posi-
tioned at the internal part of the jacket in the 
air gap between the body and jacket. This 
uniform air gap of 3.4 mm is shown in Figs. 
1 and 2, with Detail View D. The air gap 

remains the same in all three cases stated in 
this study. All the dimensions presented in 
Figs. 1–4 are in millimetres.

Fig. 1. Case 1: Model design with 11 ventilation 
holes [3].
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Fig. 2. Case 2: Model design with 48 ventilation holes.

Fig. 3. Case 3: Model design with 105 ventilation holes.

For Cases 1 and 2, the model does not 
have any ventilation holes on the sides. 
However, in Case 3, there are a total of 18 

ventilation holes on each side, as depicted 
in Fig.  3. The first 9 ventilations on each 
side are assigned  as inlet  boundary con-
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ditions, while the remaining 9 on each 
side are designated as outlet boundary con-
ditions. These  nine elements on each side 

are also visible in the front and back views 
of  Fig. 3.

(a) (b)

Fig. 4. Ventilation element: (a) geometric dimensions of element; (b) position of ventilation element 
(highlighted orange circle shows ventilation hole).

The results are calculated using Solid-
Works internal flow simulation tool. This 
study is transient, and the results are cal-
culated for the physical time of 5 seconds. 
The flow simulation study uses standard 
settings, with an initial air temperature of 
20 °C and an air pressure of 101325  Pa. 
The experiments are performed with an air 
velocity of 4  m/s, which is established as 
the inlet boundary  condition.  The airflow 
is perpendicular to the front surface of the 
model. The outlets located on the backside 
of the jacket are assigned to environmental 

pressure condition, which are  designated 
as outlet boundary conditions. The average 
normal human body temperature is taken as 
36.5 °C, while the amount of heat generated 
by the body during regular walking is con-
sidered to be 200 W [18], which is assigned 
to the body. Figure 5 shows the computa-
tional domain of the model, with the speci-
fied boundary conditions. In the simulation 
study, different materials with distinct prop-
erties are assigned to both the jacket and the 
body. Table 1 displays the material proper-
ties.

Table 1. Material Properties [19], [20] 

Material property Human body Jacket
Average density [kg.m-3] 985 1420
Specific heat [J.kg-1.K-1] 3500 1140
Thermal conductivity [W.m-1.K-1] 0.21 0.261

Assumptions considered in the simula-
tion study are as follows:
•	 jacket is considered as air-tight, mean-

ing that no air passes through the top 
and bottom parts;

•	 study does not take radiation into con-
sideration, as the amount of heat lost 

through radiation will be equal in all 
circumstances;

•	 thermal energy transfers via conduction 
and convection from the body to jacket 
and then to the surrounding environ-
ment.
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Fig. 5. Computational domain and boundary conditions in Case 1.

Figure 5 shows computational domain 
with set boundary conditions in Case 1. 
Inlet air of 4 m/s is visible at the front side, 
which enters into the air gap between the 
body and jacket and moves out through 
backside ventilations, which are assigned to 
environmental pressure. The heat genera-
tion rate of the body is set to 200 W. The 
same boundary conditions are assigned to 
model in Cases 2 and 3, the only difference 
is the numbers of inlet and outlet ventila-

tion holes in each case. In this study basic 
mesh of size (Nx = 36, Ny = 36, Nz = 18) 
is utilised for the numerical simulation, as 
using fine mesh highly increases compu-
tational time. However, in this particular 
study, using fine mesh will not significantly 
impact the final outcome of finding appro-
priate criteria for cooling efficiency of pro-
tective clothing, as this study represents 
comparison of different criteria,  using the 
same set of values in all three cases.

3. RESULTS AND DISCUSSION

The flow simulation study is set in 
SolidWorks for 5 seconds of physical time 
to obtain values of eight criteria mentioned 
in Table 2 below. Figure 6 shows the flow 
pressure and surface temperature plots for 
all three cases. The given pressure differ-
ence is measured in the air gap between the 

body and jacket. Air enters into this air gap 
through front inlet ventilations and moves 
out through outlet ventilations at the back-
side of jacket. The detail values of all the 
criteria obtained from the simulation stud-
ies are mentioned in Table 2. 



23

Fig. 6. Flow pressure and surface temperature plots in each case.

The surface temperature is determined 
by selecting surface of the body to observe 
how ventilation affects the temperature of 
body surface. The impact of ventilations on 
the surface body temperature for all three 

scenarios is shown in Fig.  6. The relative 
values of ΔP and ΔT are calculated based 
on the acquired results. The detail values of 
these parameters are provided in Table 2.

Fig. 7. Numerical values of criteria: HTR, HF, T (avg.), PMV and PPD in Case 1.

The values of the remaining criteria can 
be obtained using the surface parameter tool, 

which is available in the results section of 
SolidWorks flow simulation, as depicted in 
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Fig. 7. All these values are acquired in rela-
tion to surface of the body, except the crite-
rion ΔH, which represents the heat transfer 
through ventilation holes  rather than the 
body surface. This difference sets apart the 
HTR from ΔH. Thermal comfort in indi-
viduals can be assessed using the PMV and 
PPD. The PMV is a scale used to evaluate 

the thermal comfort experienced by indi-
viduals, indicating their perception of cold 
or warm temperatures. The 7-point thermal 
sensation scale used ranges from +3 (indi-
cating hot) to -3 (indicating cold), with 0 
representing a neutral temperature. The 
obtained specific values of these criteria for 
all three cases are indicated in Table 2.

Table 2. Numerical Values of the Analysed Criteria

Criteria Case 1 Case 2 Case 3
HTR [W] 17.637 32.288 43.714
ΔH [W] -1.021 -23.490 -43.140
HF (avg.) [W/m2] 29.651 54.284 73.491
ΔP [Pa] 6.23 57.62 78.87
ΔT [°C] 6.83 9.41 10.63
T (avg.) [°C] 36.31 36.15 36.03
PMV (avg.) 2.98 2.95 2.93
PPD (avg.) [%] 99 98.8 98.5

From the examination of the results pre-
sented in Table 2, it is noticeable that all the 
criteria values show a gradual rise as the num-
ber of ventilations increases, with the excep-
tion of T (avg.), PMV, and PPD, which dis-
play an inverse trend. Moreover, these three 
criteria exhibit the least amount of variation 
when comparing the values of all three cases, 

as it can be noted from Table 2. This makes 
PVM, PPD, and T (avg.) less effective to 
accurately anticipate the system’s efficiency, 
since the sensitivity of their values may fur-
ther decrease when comparing two systems 
with a small number of ventilation difference. 
The comparison of results for other criteria in 
all three cases is illustrated in Figs. 8–12.

Fig. 8. Surface temperature of body in three cases.

The value of average temperature 
decreases with the increase in number of 

ventilations, which makes sense as with 
higher number of ventilation more heat can 
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transfer from the body that lowers body 
temperature. Moreover, with higher tem-
perature difference, the value of average 
temperature decreases as the heat transfer 
rate increases with higher temperature dif-
ference. Though the sensitivity of average 

temperature obtained is very low as there is 
very small difference in the values, which 
may not be very useful in the analysis when 
there is a small difference in the number of 
ventilations. The same is true for PMV and 
PPD. 

Fig. 9. Flow pressure in gap between the body and jacket in three cases.

Figure 9 shows that the pressure dif-
ference rises as the number of ventilations 
increases, and this provides  a noticeable 
change in the values for three cases. While 
considering the pressure plots in Fig. 6, it 
does not offer significant insights into the 
cooling efficiency because the majority of 
pressure fluctuations occur at  the ventila-
tion openings in a very small area, particu-
larly for Cases 2 and 3. Figure 10 (a) clearly 
illustrates that the maximum pressure, 
indicated by the red line, act in a very tiny 
region near the inlet, which may have a neg-
ligible effect or can be neglected. Moreover, 
the pressure difference values provided here 
are expressed in Pa, and according to the 
unit the difference between the measured 
values in all three cases are small to make 
any definitive conclusions on the cool-
ing efficiency of the model based on these 
values. The same  can also apply to tem-

perature differences, where lower tempera-
ture occurs in a very small region that can 
be considered unimportant to provide any 
precise conclusion. This region is depicted 
by the dark blue colour in Fig. 10 (b). Con-
sequently, relying on this small region may 
not yield an accurate measurement of the 
temperature difference, which may  lead  to 
incorrect conclusions.

In general, an increased temperature 
difference leads to higher heat transfer rate, 
which in turn enhances the efficacy of cool-
ing. However, there are specific circum-
stances (such as discussed above) in which 
the region with the lowest temperature is 
negligible and thus cannot be regarded 
significant. Hence, it is critical to consider 
additional appropriate criteria in such cir-
cumstances to ensure the reliability of the 
results before making a final conclusion.
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(a) (b)

Fig. 10. Pressure and surface temperature variation near ventilation hole: 
(a) Flow pressure variation; (b) Surface temperature variation near ventilation hole. 

Fig. 11. Heat transfer rate in three cases.

Fig. 12. Average surface heat flux of body in three cases.
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The values of HTR,  ΔH, and 
HF  increase as the number of ventilation 
units increases. These values provide suffi-
cient sensitivity for the analyses. However, 
ΔH only takes into account the area of heat 
transfer through ventilation holes and not 
the entire body surface. Thus, ΔH may not 
be the most suitable criterion compared to 
HTR and HF, which consider the overall 

heat transfer of the entire body surface. The 
main difference between HF and HTR is 
that HF provides surface heat flux per meter 
square  area, whereas HTR provides the 
overall  heat transfer rate of the body  sur-
face. Both of these criteria are very useful 
for predicting the cooling efficiency of the 
system and can be utilised based on specific 
requirements.

4. CONCLUSIONS

Based on the result analysis, it can be 
concluded that HTR (heat transfer rate) and 
HF (heat flux) are the most appropriate cri-
teria for analysing the heat removal from 
the ventilated system (body with ventilated 
jacket) in the study. Since the goal is to pre-
dict cooling efficiency, either of the criteria 
can be helpful because cooling efficiency 
increases with an increase in heat transfer 
rate. While temperature difference can be 
following criteria for the analysis but in 
certain cases it might not provide enough 
sensitivity for the analyses, which is why it 
is better to use it in combination with other 
relevant criteria such as HTR or HF in this 
case to ensure the reliability of the results.

This study demonstrates variations in 
parameter values in CFD simulations in 
three different cases and identifies crite-
ria  that are helpful for forecasting cool-
ing efficiency in the analysis. It is evident 
that certain criteria, such as flow pressure, 
may not be very useful in predicting cool-
ing efficiency of the system. Moreover, 
parameters like average temperature, PMV 
and PPD can show less sensitivity in cer-
tain scenarios. In the future, it allows for the 
formulation of more realistic and complex 
CFD problems for ventilated protective 
clothing, taking into consideration uncer-
tainty introduced, for instance, by varying 
wind direction and ventilation positions.
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NOMENCLATURE

1.	 HTR – Heat Transfer Rate of the body [W].
2.	 ΔH – Absolute Total Enthalpy Rate [W].
3.	 HF (avg.) – Surface Heat Flux of the 

body (average) [W/m2].
4.	 ΔP – Flow Pressure Difference [Pa].
5.	 ΔT – Surface Temperature Difference 

of the body [°C].

6.	 T (avg.) – Average Surface Temperature 
of the body [°C].

7.	 PMV (avg.) – Predicted Mean Vote 
(average).

8.	 PPD (avg.) – Predicted Percentage Dis-
satisfied (average) [%].
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This investigation has been carried out utilising the innovative ESD technique for six 
ZnO nano polycrystalline (NP) samples. The Debye-Scherer model (DSD) is used to study the 
mechanical elastic properties (MEP) as lattice dislocation density (δ) and the lattice strain (ε 
%) contribution to the X-ray diffraction line broadening in nanocrystalline ZnO thin film. The 
average size of the crystallites was determined to be approximately 48 nm. When studying the 
phenomenon of line broadening, it is critical to take into account MEP anisotropy. This is nec-
essary in order to effectively distinguish between the influences of strain and particle size. The 
novel ESD technique promotes ZnO growth mechanisms by adding small amounts of HCl into 
spray solutions on conductive In2O3:Sn (ITiO)-coated alkali-free glass substrates while chang-
ing the water (H2O) ratio. XRD pattern characterisation revealed the preferred orientation of 
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the (002) planes in ZnO thin films. This study represents a significant advancement in the 
easy understanding of the ZnO growth mechanism and the changes in MEP enabled by ESD-
deposited thin film in cost-effective industrial and commercial applications of electronics.

Keywords: ESD, Debye–Scherrer method, lattice dislocation density, lattice strain, ZnO 
growth mechanism.

1. INTRODUCTION

Zinc oxide (ZnO) nanostructure semi-
conductors have attracted considerable 
attention in research due to their potential 
applications in diverse fields such as solar 
cells [1], light-emitting diodes [2], photoca-
talysis [3], and so on. However, novel semi-
conductor materials frequently use strain 
as a design parameter to increase electron 
mobility [4]. This phenomenon is now 
used in a number of applications, includ-
ing strained metal-oxide semiconductor 
field-effect transistors (MOSFETs) [5] and 
piezoelectric resistors [6]. The incorpora-
tion of lattice defects intricately links the 
functionality of semiconductor materials 
and devices [7]. Their appearance and abil-
ity to move around make things less effec-
tive and more likely to break after a while 
of use [8]. Commonly used techniques for 
creating ZnO thin films include dry meth-
ods such as sputtering [9] and pulsed laser 
deposition [10], as well as wet methods 
such as chemical bath deposition [11], mist 
chemical vapor deposition [12], and spray 
pyrolysis [13].

Additionally, the ESD method is not 
only easy to use, but it also has important 
industrial benefits, such as the ability to 
cover large areas because it is simple and 
straightforward to understand. This tech-
nique allows for non-vacuum deposition, 
has a low cost, and provides convenient 
control over the composition ratio and dop-

ing [14]. These advantages should lead to 
the development of inexpensive and simple 
electronic devices that can transmit visible 
light without obstruction using the ESD 
technique. Recently, there has been a dearth 
of research projects and papers that spe-
cifically examine the growth mechanism 
of oxide-based semiconductors using the 
ESD approach [14] and concentrate on the 
chosen solution. Characterisation using the 
ESD approach is essential for comparing 
the results with other techniques. 

This study aims at investigating the 
effects of sequential additions of 0.005M 
and 0.015M HCl, using the ESD method, 
on the growth process of ZnO, taking into 
account any changes in mechanical behav-
iour. The ESD method is used on six dif-
ferent ITiO glass substrates at three dif-
ferent temperatures: 300 °C, 400 °C, and 
500 °C, by varying the H2O ratio in the 
precursor solutions. In this case, ZnCl2 is 
used as a starting material and dissolved 
in CH3CH2OH at a concentration of 0.1 
M. The experimental sections mention the 
detailed preparation method for spray solu-
tions. Furthermore, nanoscale-level studies 
are the focus for how behaviour is chang-
ing and affected by ESD with ZnO growth 
processes. This study represents the initial 
phase in the development of affordable and 
uncomplicated devices that are transparent 
to visible light.
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Table 1. Typical Deposition Parameters and Conditions for ESD

S. no. Parameter Value
1. Distance between the nozzle aperture and the hot plate 3.5 cm
2. Flow rate 2.0 ml/h
3. Deposition time 5 min
4. Applied voltage 8 kV

Fig. 1. F. I. Abbas, Latvian Journal of Physics and Technical Sciences: Schematic diagram of ESD.

2. EXPERIMENTAL METHODS

The zinc sources used in this study were 
ZnCl2 (98% Assay, ZnCl2=136.32), Lot. 
LEH7398, Mfg. Date. 2021.09, FUJIFILM 
Wako Pure Chemical Corporation). The 
solutes were ethanol (CH3CH2OH (99.5), 
Cat. No. 14033-70, FW: 46.07, KANTO 
CHEMICAL CO, INC), and deionized 
water (H2O). ZnO films were deposited 
using ESD on a conductive In2O3:Sn (ITiO) 
coated alkali-free glass substrate. The 
experimental diagram of ESD is shown in 
Fig. 1. 20 ml of six (6) different spray solu-
tions were prepared with changing the H2O 

ration, and HCl concentrations for the ESD 
spray technique. 

To prepare the ESD solution with 0% 
of H2O and a concentration of 0.1 M, sepa-
rately, 20 ml of CH3CH2OH was measured 
and placed in two glass beakers.  The den-
sity of CH3CH2OH was 0.78945 g/cm3. 
Then 0.2726 g ZnCl2 was added with the 
CH3CH2OH in the glass beaker. Then we 
introduced distinct solutions of HCl at con-
centrations of 0.005 M and 0.015 M into 
the ESD solutions, respectively. To make 
the solution homogeneous, it was heated up 
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to 20 minutes in the magnetic stirrer with 
hot plate (ADVANTEC SR/350) (Fig-1 
(c)). The temperature was considered to 
be 150 oC for the magnetic stirrer with hot 
plate. Similarly, two separate glass beakers 
were used to prepare the second type ESD 
spray solutions, which consisted of 80  % 
CH3CH2OH (16 ml) and 20 % H2O (4 ml), 
respectively. Next, the same amount of 
ZnCl2 was added to the separate glass bea-
kers along with 16 ml of CH3CH2OH. The 
same procedures were applied for mixing 
the 0.005 M and 0.015 M HCl concentra-
tions, and the homogeneous spray solution 
was prepared. For the third type of ESD 
spray solution, 50  % CH3CH2OH (10 ml 
of CH3CH2OH) and, 50 % H2O (10 ml of 
the same procedures were applied for the 
mixing of the 0.005 M and 0.015 M HCl 
concentrations, and the homogeneous spray 
solution was prepared, respectively. 

ESD spray was performed for 5 minutes 
at a solution flow rate of 2.0 ml/h on the 
substrate surface, and voltage was applied 
between nozzle and substrate of 8 kV dur-
ing spraying. Followed by ESD temperature 
ranged from 300 °C, 400 °C, and 500 °C 

in air for 5 minutes. For the simplification 
and understanding the ESD technique, the 
parameters are listed in Table.1 The crys-
tallographic orientations of the ZnO films 
were evaluated using X-ray diffraction 
(XRD; Rigaku Ultima IV, Rigaku Smart-
Lab). MEP of ZnO thin films was investi-
gated using DSD, which was correlated to 
the basic crystal growth mechanism [15]– 
[22], by the novel ESD method. The equa-
tions involved in this estimation are given 
below (1)–(3) [15], [20]. 

	  (1)

	  (2)

	  (3)

where D, λ, θ, β are crystallite, lambda as 
the wavelength (1.54 Å), theta as angle 
(diffraction angle), beta as angle (in radian), 
respectively.

3. RESULTS AND DISCUSSION

3.1. The XRD Analysis

The XRD experiment was conducted to 
analyse the structural properties of the ZnO 
thin film growth mechanism utilising the 
ESD technique at temperatures of 300 °C, 
400 °C, and 500 °C, respectively. Six distinct 
spray solutions were prepared by dissolving 
ZnCl2 in CH3CH2OH at a concentration of 
0.1 M. These solutions were used to investi-
gate the impact of 0.005M and 0.015M HCl 
on the growth mechanism of ZnO thin films 
using the ESD method. The H2O ratio was 

varied during the experiments. The XRD 
pattern of the ZnO thin films on an In2O3:Sn 
(ITiO)-coated alkali-free glass substrate is 
shown in Fig. 2 (a–c), and 2(d–f), for the 
0.005M and 0.015M HCl, with varying 
H2O rations of 0 %, 20 %, and 50 %, respec-
tively.  Figures 2(a) and 2(d) are for 0.005M 
HCl and 0.015M HCl mixing without the 
H2O in the spray solution, respectively. Fig-
ure 2 (a) exhibits strong peaks at the (002), 
and (102) planes. This peak observation 
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clearly confirms the ZnO thin film growth, 
without the H2O mixing into the solution at 
a concentration of 0.005M HCl. Figure 2(d) 
also observed a pattern at (002) plane for 
the ESD spray solution with a 0.015M HCl 
concentration. Figure 2(d) shows that the 
peak strength at 500 °C is stronger in the 
(002) plane compared to the 0.005M HCl 
solution. 

Figures 2 (b) and 2(e) showed the results 
for 0.005M and 0.015M HCl in the spray 
solution with a 20 % H2O ratio, respectively. 
The peak intensities reveal the appear-
ance of the (002), and (102) planes for the 
0.005M HCl added ESD solution at 500 °C 
ESD performing temperature. However, for 
the 0.015M HCl solution peak is only seen 
at (100) plane, which is very weak at 300 °C, 
400 °C, and 500 °C, respectively. In addi-
tion, the peak at (002) plane is only for 
400 °C ESD temperature.   In Fig. 2(b), the 
0.005 M HCl solution has a stronger peak 
intensity in the (002) plane at 500 °C than 
the 0.005 M HCl solution shown in Fig. 
2(a). Surprisingly, in Fig. 2(e) for the high-
concentration HCl solution of 0.015 M, 
the peak for the (002) plane at 500 °C has 
not appeared. This may be due to the com-
plex formation effect in the spray solution 
caused by H2O and the high concentration 
of acid at that temperature [23]. The results 
for 0.005M and 0.015M HCl in the spray 
solution with a 50 % H2O ratio are shown in 
Figs. 2(c) and 2(f) in sequential order. For 
0.005M HCl case, the peak intensities indi-
cate the presence of the (100), (002), (101), 
and (102) planes where the strong peak 
appears at (002) plane for 500 °C, ESD per-
forming temperature and weak peak at (102) 
plane. On the other hand, (100), (102) plane 
for 400 °C is slightly stronger compared to 
20% H20 ratio ESD sample at 400 °C. For 
300 °C, very weak peak intensities were 
found at (100) and (102) planes. Compared 
to Figs. 2(a) and 2(b), Figure 2(c) shows a 

higher peak intensity in the (002) plane at 
500 °C for the 0.005 M HCl solution. This 
behaviour occurs gradually as the H2O ratio 
increases in the spray solution with a low-
concentration 0.005M HCl. The peak inten-
sity in the (100) plane for the 0.015M HCl 
solution for both the 50 % and 20 % H2O 
ratios has shown very small change. These 
behaviours can be understood to analyse the 
results with basic crystal theory [20], [21]. 
In the following section, it will be discussed 
elaborately.

Figure 2 (a–c) displays a sequence of 
successive and gradually increasing peak 
intensities, which correlate to the forma-
tion of ZnO thin films. These peaks were 
observed at a diffraction angle of around 
34.80° for samples containing 0.005 M of 
HCl, using the ESD method at a tempera-
ture of 500 °C. Peaks at the (100) and (102) 
planes showed low intensities in the range 
of 300 °C–400 °C, but the appearance of the 
(002) plane in the observation confirmed 
the fabrication of ZnO thin films with a hex-
agonal wurtzite structure [15]. However, 
Fig. 2 (d–f) for the 0.015M HCl mixing 
results clearly shows the peaks for the (002) 
plane. The 20 % H2O ratio samples exhibit 
sudden drops in peak intensity. The peaks 
in the (002) plane are once again prominent 
for the 0.015 M HCl mixing samples with 
a 50 % H2O ratio. Also, the peak intensity 
for the (100) plane is a little higher for the 
samples mixed with 0.015 M HCl than for 
the samples mixed with 0.005 M HCl from 
the ESD at the temperature ranges that were 
studied. However, the (002) plane consis-
tently shows rising peak intensity results 
for the 0.005M of HCl mixing samples, 
indicating the gradual growth of the ZnO 
thin film. The XRD results in Fig. 2(a–c) 
showed that all of the thin films that were 
deposited had a clear orientation along the 
c-axis (002) plane and a slightly stronger 
peak along the (102) plane corresponding 
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to the ZnO thin film growth. Increasing the 
temperatures as well as the film thickness of 
ESD-produced films results in a sharper and 
more intense (002) plane of diffraction peak 
[14], accompanied by a decrease in the full 
width at half maximum (FWHM). Accord-

ing to the fundamental theory, the growth of 
ZnO thin films is determined by the c-axis 
orientation [20], [21]. This theory asserts 
that the (002) plane of ZnO possesses the 
lowest surface energy, which plays a crucial 
role in determining the crystal structure.

Fig. 2. F. I. Abbas, Latvian Journal of Physics and Technical Sciences: XRD patterns of ZnO film according to 
(a–c) 0.005M HCl, and (d–f) 0.015M HCl weight ratio of H2O/solvent in the solution deposited by ESD at 300 

°C, 400 °C and 500 °C, respectively.
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3.2. ESD TEMPERATURE EFFECT ON MEP

A key factor in determining the MEP of 
thin film materials is δ (*1018 m2), which is 
the principal method of plastic deformation 
in these materials. The investigation of the 
correlation between dislocation behaviour 
and mechanical reaction has been an impor-
tant focus of extensive research ever since 
Taylor initially proposed the concept of dis-
location in 1934 [24]. Dislocations play a 
critical role in determining the mechanical 
characteristics of materials by influencing 
the microstructure development. Figures 3 
(a–c) and 3 (d–f) show a more detailed look 
at the ZnO nanoparticle growth mechanism 
from the mechanical point of view, chang-
ing the concentration of the ESD process. 

Figures 3(a, b) and 3(d, e) show the 
results of δ (*1018 m2) for 0.005 M HCl and 
0.015 M HCl of the ESD spray solution 
for 0 % and 20 % H2O ratio, respectively. 
These figures show a constantly decreasing 
trend for δ (*1018 m2) over the entire tem-
perature range of 300 °C to 500 °C. On the 
other hand, Figs. 3(c) and 3(f) represent the 
result for δ (*1018 m2) for a 50 % H2O ratio 
in the ESD spray technique. In Fig. 3(c), 
the δ (*1018 m2) increases from 300 °C to 
400 °C, and then it decreases from 400 °C 
to 500 °C. Comparing, in Fig. 3(f), the δ 
(*1018 m2) decreases from 300 °C to 400 °C, 
and then it starts increasing from 400 °C to 
500 °C.

From the physical point of view, in 
Fig. 3. (a, b), 0 % and 20 % H2O ratio mixed 
sample shows a consecutive and gradually 
decreasing nature of δ (*1018 m2) for the 
0.005 M HCl of the ESD spray sample. This 
indicates the stabilisation mode of the thin 
film growth during the ESD process in the 
micro-level state. Similar behaviour is also 
observed for the 0 % and 20 % H2O ratio 
ESD sample for 0.015 M HCl. However, 
for the 50 % H2O ratio (Fig. 3. (c)), rapid 

increasing and then then decreasing nature 
were found, which indicated the non-isotro-
pic behaviour of the 0.005 M HCl. Perhaps, 
this non-isotropic nature is related to the 
complex formation of the small acid and 
large H2O ratio of the ESD sample.

Importantly, the 50 % H2O ratio with 
the 0.015 M HCl showed decreasing results 
from 300 °C to 400 °C and then increasing 
results found from 400 °C to 500 °C, which 
was similar to the isotropic in nature. Com-
paring the results with a 50 % H2O ratio to 
0.005 M HCl, this indicates that low con-
centrations of HCl mixed ESD spray sam-
ples are showing non-isotropic behaviour 
and high concentrations of HCl samples are 
showing isotropic behaviour. This dynamic 
behaviour is very essential for the growth of 
ZnO thin film on the ITIO substrate surface. 

The study of crystal lattice strain, ε (%) 
is of utmost significance in the field of semi-
conductor materials and devices. When 
designing new semiconductor materials, 
strain is often used as a design feature to 
make it easier for electrons to move around 
[24]. Bardeen and Shockley initially empha-
sised the significant influence of mechani-
cal phenomena in the field of semiconduc-
tor physics [25]. Figure 4 (a–c) presents a 
detailed analysis of the efficiency ε (%), 
of the ZnO nanoparticles in the ZnO thin 
film investigated in this study. The analy-
sis focuses on the 0.005M concentration 
with different H2O ratios of 0 %, 20 %, and 
50 % in the ESD. Figure 4(a, b) consistently 
showed an increasing trend for ε (%), across 
the entire temperature range from 300 °C 
to 500 °C. Besides, Fig. 4(c) represents the 
result of ε (%), for a 50 % H2O ratio in the 
ESD spray technique. Here, in the 300 °C 
to 400 °C temperature range, ε (%), starts 
to decrease, then from 400 °C to 500 °C 
it increases. Remarkably, the behaviour 
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of this sample is highly dynamic despite 
a small quantity of HCl being mixed. The 
dynamic nature of this process facilitates 
the advancement of ZnO thin film technol-
ogy through the innovative ESD approach. 

Furthermore, Fig. 4 (d–f) demonstrates 
the responses of ESD spray solution samples 
with varying H2O ratios when mixed with 
0.015 M HCl. In Fig. 4 (d–f), very small 
change in the ε (%), behaviour was found. 
This behaviour may be regarded as stiff 
features for the highly concentrated acid 
solution [26]. It is possible that the inflex-

ible strategy for distorting the crystal lattice 
suggests that the large amount of HCl in the 
sample does not facilitate ZnO formation 
through the ESD mechanism. The limited 
quantity of HCl may be deemed appropri-
ate for facilitating the growth mechanism of 
zinc oxide thin film by altering the H2O ratio 
in the ESD technology. Further research is 
required to understand the mechanism of thin 
film growth and its fundamentally changing 
nature, using the convenient and innovative 
ESD technique for the development of semi-
conductor studies.

 

Fig. 3. F. I. Abbas, Latvian Journal of Physics and Technical Sciences: Dislocation density, δ (*1018 m2) of 
ZnO film according to (a–c) 0.005M HCl, and (d–f) 0.015M HCl weight ratio of H2O/solvent in the solution 

deposited by ESD at 300 °C, 400 °C and 500 °C, respectively.
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Fig. 4. F. I. Abbas, Latvian Journal of Physics and Technical Sciences: 
Lattice strain, ε (%) of ZnO film according to (a –c) 0.005M HCl, 

and (d–f) 0.015M HCl weight ratio of H2O/solvent in the solution deposited 
by ESD at 300 °C, 400 °C and 500 °C, respectively.

Finally, this study investigated the HCl 
acid mixed solution-dependent growth 
mechanism of ZnO semiconductor thin film 
by varying the H2O ratio solution through the 
novel ESD method on a conductive In2O3:Sn 
(ITiO)-coated alkali-free glass substrate 
from the temperature range of 300 °C, 400 
°C, 500 °C. Compared to other dry processes 
[9], [10], and wet processes [11]–[13], crys-
tal quality is not very high, and XRD analy-
sis shows that adding a little HCl (0.005 M) 

makes the growth process enhancement of 
ZnO thin films made with the novel ESD 
technology quantitatively good. In the area 
of a defect (dislocation) is elastically dis-
torted (strained).  Elastic fields cause the dif-
fraction peaks to broaden. This phenomenon 
is sometimes referred to as microstrain and 
is contingent upon the presence of non-uni-
form lattice distortions. Here, it is also found 
that there is a possible correlation with the 
growth mechanism and the MEP by ESD.  
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Still, the results obtained from this study 
of ZnO thin film growth mechanism were 
quantitatively good in agreement to consider 
the cost effectiveness. This method can also 
be used for other purposes of semiconductor 
thin films growth mechanism study. Further 

investigation on other microstructural prop-
erties is also needed for clear visualisation on 
ZnO growth mechanism by the novel ESD 
technique. For our upcoming study, we will 
further explore the structural characteristics 
of this research.

4. CONCLUSIONS

This study found that ESD can develop 
the oxide-based semiconductor thin film 
growth technique cost-effectively. The pos-
sible correlation between the growth mech-
anism of semiconductor thin films and their 
MEP can be easily realised. Importantly, 
future studies on thin-film semiconductor 
growth mechanisms may apply using the 
ESD method. 

Altogether, these findings indicate that 
employing ESD for depositing the ZnO 
film is advantageous for creating stacked 
thin film devices. This study is important 
as it is the primary stage in developing 
cost-effective and uncomplicated devices 
that are transparent to visible light using 
the ESD method for semiconductor oxide-
based materials.

ACKONWLEDGEMENTS

The authors express their sincere appre-
ciation to Mr. Keisuke Tomono, Mr. Keito 
Okubo, and Mr. Kohta Hori for their sup-
port in completing the experiments and for 
the constructive discussions. The research 
has been sponsored by MEXT for the 

scholarship of supporting international 
student (Fysol Ibna Abbas), JSPS KAK-
ENHI (Grant number: 21K04696), and the 
Renewable Energy Science and Technology 
Research Division of the Tokyo University 
of Science.

REFERENCES

1.	 Bitenc, M., & Orel, C. (2009). Synthesis 
and Characterization of Crystalline 
Hexagonal Bipods of Zinc Oxide. Mat. Res. 
Bulletin, 44 (2), 381–387. DOI:10.1016/j.
materresbull.2008.05.005

2.	 Choi, Y., Kang, J., Hwang, D., & Park, S. 
(2010).  Recent Advances in ZnO-Based 
Light-Emitting Diodes. IEEE. Trans. Elec. 
Devices, 57 (1), 26-41. DOI:10.1109/
TED.2009.2033769

3.	 Baruah, S., & Dutta, J. (2009). Hydrothermal 
Growth of ZnO Nanostructures. Sci. Tech. 
Advan. Materials, 10 (1), 013001(1–18).  

DOI:10.1088/1468-6996/10/1/013001
4.	 Dolabella, S., Borzì, A., Dommann, A., & 

Neels, A.  (2022). Lattice Strain and Defects 
Analysis in Nanostructured Semiconductor 
Materials and Devices by High-Resolution 
X-Ray Diffraction: Theoretical and 
Practical Aspects. Small Methods, 6 (2), 
1-31. DOI:10.1002/smtd.202100932

5.	 Zhu, L., & Zeng, Z. (2017). Room-
Temperature Gas Sensing of ZnO-Based 
Gas Sensor: A Review. Sensors and Act. 
A: Physical, 267, 242–261. DOI:10.1016/j.
sna.2017.10.021 



40

6.	 Alim, A., Fonoberov, V., & Balandin, 
A. (2005). Origin of the Optical Phonon 
Frequency Shifts in Quantum Dots. 
Appl. Phys. Lett., 86 (5), 053103(1–3). 
DOI:10.1063/1.1861509

7.	 Tennyson, E. M., Doherty, T. A. S., & 
Stranks, S. D.  (2019). Heterogeneity at 
Multiple Length Scales in Halide Perovskite 
Semiconductors. Nat. Rev. Mater., 4, 573–
587.

8.	 Ram, S. D. G., Kulandainathan, M. A., & 
Ravi, G. (2010). Aqueous Chemical Growth 
of Free Standing Vertical ZnO Nanoprisms, 
Nanorods and Nanodiskettes with Improved 
Texture Coefficient and Tunable Size 
Uniformity, Appl. Phys. A,  105, 881–890. 
DOI:10.1007/s00339-011-6518-6

9.	 Ada, K., Goekgoez, M., Oenal, M., & 
Sankaya, Y. (2008). Preparation and 
Characterization of a ZnO Powder with 
the Hexagonal Plate Particles. Powder 
Technology, 181, 285–291. DOI:10.1016/j.
powtec.2007.05.015

10.	 Thomas, D. G. (1960). The Exciton 
Spectrum of Zinc Oxide. J. Phys. Che. 
Solids, 15 (1–2), 86–96. DOI:10.1016/0022-
3697(60)90104-9

11.	 Nakai, H., Sugiyama, M., & Chichibu, S. 
F. (2017). Ultraviolet Light-Absorbing and 
Emitting Diodes Consisting of a p-type 
Transparent-Semiconducting NiO Film 
Deposited on an n-type GaN Homoepitaxial 
Layer. Appl. Phys. Letter, 110 (18), 
181102(1–5). DOI:10.1063/1.4982653

12.	 Dutta, T., Gupta, P., Gupta, J., & 
Narayan, J. (2010). Effect of Li Doping 
in NiO Thin Films on its Transparent and 
Conducting Properties and its Application 
in Heteroepitaxial p-n Junctions. J. 
Appl. Phys., 108 (8), 083715 (1–7). 
DOI:10.1063/1.3499276

13.	 Xia, X. H., Tu, J. P., Zhang, J., Wang, X. 
L., Zhang, W. K., & Huang, H. (2008). 
Morphology Effect on the Electrochromic 
and Electrochemical Performances of NiO 
Thin Films. Elec. Acta, 53 (18), 5721–5724. 
DOI:10.1016/j.electacta.2008.03.047

14.	 Tomono, K., & Sugiyama, M. (2024). 
Investigating Electrical Properties and 

Crystal Growth in NiO Thin Films by 
Spray Pyrolysis and Electrostatic Spray 
Deposition. J. J. A. Physics, 63, 025504(1–
5). DOI:10.35848/1347-4065/ad1f09

15.	 Cullity, B. D. (1956).  Element of X-Ray 
Diffraction. Upper Saddle River: Prentice 
Hall.

16.	 Pope, C. G. (1997). X-Ray Diffraction and 
the Bragg Equation. J. Chem. Educ., 74 (1), 
129–131. DOI:10.1021/ed074p129

17.	 Pal, U., Serrano, J. G., Santiago, P., 
Xiong, G., Ucer, K. B., & Williams, R. T. 
(2006). Synthesis and Optical Properties 
of ZnO Nanostructures with Different 
Morphologies. Optical Materials, 29 (1), 
65–69. DOI:10.1016/j.optmat.2006.03.015

18.	 Saleem, M., Fang, L., Ruan, H. B, Wu, 
F., Huang, Q. L., Xu, C. L., & Kong, 
C. Y. (2012). Effect of Zinc Acetate 
Concentration on the Structural and Optical 
Properties of ZnO Thin Films Deposited by 
Sol-Gel Method. Intl. J. Phy. Sci., 7, (23), 
2971–2979. DOI:10.5897/IJPS12.219

19.	 Bindu, P., & Thomas, S. (2014). Estimation 
of Lattice Strain in ZnO Nanoparticles: 
X-ray Peak Profile Analysis. J. Theor. Appl 
Phys., 8, 123–134. DOI:10.1007/s40094-
014-0141-9

20.	 Kumar, V., Sharma, H., Singh, S. K., 
Kumar, S., & Vij, A. (2019). Enhanced 
Near-band Edge Emission in Pulsed Laser 
Deposited ZnO/c-sapphire Nanocrystalline 
Thin Films. App. Physics A, 125, 212 (1–7). 
DOI:10.1007/s00339-019-2485-0

21.	 Singh, S. K., & Singhal, R. (2018). 
Thermal-Induced SPR Tuning of Ag-ZnO 
Nanocomposite Thin Film for Plasmonic 
Applications. Appl. Surf. Sci., 439, 919–
926. DOI:10.1016/j.apsusc.2018.01.112

22.	 Raoufi, D. (2013). Synthesis and 
Microstructural Properties of ZnO 
Nanoparticles Prepared by Precipitation 
Method. Renewable Energy, 50, 932–937. 
DOI:10.1016/j.renene.2012.08.076

23.	 Uno, K., Yamasaki, Y., & Tanaka, I. (2017). 
Growth Mechanisms of Zinc Oxide and 
Zinc Sulfide Films by Mist Chemical 
Vapor Deposition. APEX 10, 015502 (1–5). 
DOI:10.7567/APEX.10.015502



41

24.	 Dommann, A., &  Neels., A. (2009). The 
Role of Strain in New Semiconductor 
Devices. Adv. Eng. Materials, 11 (4), 275–
277.  DOI:10.1002/adem.200800343

25.	 Bardeen, J., & Shockley, W. (1950). 
Deformation Potentials and Mobilities in 
Non-Polar Crystals. Phys. Rev., 80 (1), 72–80.

26.	 Dunne, F. P. E., Kiwanuka, A, R., & 
Wilkinson, A. J. (2012). Crystal Plasticity 
Analysis of Micro-deformation, Lattice 
Rotation and Geometrically Necessary 
Dislocation Density. Proc. R. Soc. A, 468, 
2509–253. DOI:10.1098/rspa.2012.0050

 
 



42

LATVIAN JOURNAL OF PHYSICS
AND TECHNICAL SCIENCES

2025, N 2

DOI: 10.2478/lpts-2025-0012

INFLUENCE OF ECO-DESIGN POLICY AND ENERGY 
LABELING ON THE LEVEL OF ENERGY EFFICIENCY 

AND FUNCTIONALITY OF LED LAMPS

S. Baghirov1*, V. Kharchenko2, S. Shpak3, O. Pitiakov4, 
S. Kyslytsia5, Т. Sakhno6, H. Kozhushko5

1Azerbaijan Technical University, 
25 H.Javid Ave., Baku, 1073, AZERBAIJAN

2O.M.Beketov National University of Urban Economy, 
17 Chornoglazivska Str., Kharkiv, 61002, UKRAINE

3State Enterprise “Poltava Regional Research and Technical Center 
of Standardization, Metrology and Certification”,

16 Henerala Dukhova Str., Poltava, 36014, UKRAINE
4Poltava Polytechnic Professional College, 

Separated Structural Unit of National Technical University 
“Kharkiv Polytechnic Institute”,

83А Pushkina Str., Poltava, 36000, UKRAINE
5Poltava National Technical Yuri Kondratyuk University,

24 Pershotravnevyj Ave., Poltava, 36011, UKRAINE
6Poltava State Agrarian University,

1/3 Skovorody Str., Poltava, 36003, UKRAINE
*e-mail: sabirbagirov4@gmail.com

Considering the light engineering and environmental advantages of light-emitting diode 
(LED) light sources, lighting systems using LEDs should provide a decisive impact on increas-
ing the energy efficiency of lighting and reducing greenhouse gas emissions. One of the prior-
ity directions of the energy saving policy is eco-design, which involves measures to reduce 
negative impacts on the environment and increase the functionality of LED light sources. 
The article presents the results of the study of commercial samples of non-directional LED 
lamps of various brands for compliance with the Commission Regulation European Union 
(EU) 2019/2020 on establishing requirements for the eco-design of light sources and the Com-
mission Delegated Regulation EU 2019/2015 on energy labelling, which came into force in 
2021. It is shown that the light output of the studied batches of lamps with a power of 5–12 
W is in the range of 90–120 lm/W, which corresponds to energy efficiency classes, accord-
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ing to the new rating scale of the Commission Delegated Regulation EU 2019/2015, F and E. 
Over the past decade, the luminous efficiency of lamps supplied to Ukraine has increased by 
more than 30 %. Quality indicators of light are also improved: all tested lamps have a general 
colour rendering index of Ra>80; in five of the 8 batches of lamps, the colour unevenness does 
not exceed the 3-steps Mac-Adam ellipses, and only in one batch individual lamps exceed 
the 6-steps ellipse; all tested lamps meet the requirements for the level of flickering (<1) and 
the level of visibility of the stroboscopic effect (SVM<0.4). Individual inconsistencies of the 
lamps with the established requirements have also been noted, in particular lamps with a power 
of 11 and 12 W do not meet the power factor cosφ1, a number of manufacturers do not fully 
declare the characteristics of their products; most of the lamps have a low special colour ren-
dering index R9. Conclusions have been made about the effectiveness of the eco-design policy 
and energy labelling in increasing the energy efficiency, quality and safety of LED lamps.

Keywords: Energy efficiency, energy labelling, LED lamps, regulation of the EU Com-
mission.

1. INTRODUCTION

Lighting consumes 15 % of global elec-
tricity consumption, which accounts for 
4.6  % of total greenhouse gas emissions 
during its production [1]. The EU aims at 
building an economy with zero greenhouse 
gas emissions by 2050, and to achieve this 
aim, the task is to increase the energy effi-
ciency of lighting equipment by at least 
32.5 % by 2030 [2]. Considering the energy 
and environmental advantages of LED prod-
ucts, lighting systems using LED technology 
should have a decisive impact on increasing 
the energy efficiency of lighting and reduc-
ing greenhouse gas emissions. One of the 
priority areas of the energy saving policy 
is eco-design, which involves measures to 
reduce negative impacts on the environment. 
As a result of the implementation of the EU 
Commission’s regulations on eco-design and 
energy labelling over the past decades, sig-
nificant results have been obtained in terms 
of increasing the efficiency of light sources. 
The requirements for the eco-design of light 
sources are becoming stricter regarding the 
establishment of minimum values of effi-

ciency and functionality parameters, which 
is confirmed by the constant adoption of new 
directives and regulations in the EU. 

In 2019, the European Commission 
announced a new EU Commission Regula-
tion 2019/2020 on establishing eco-design 
requirements for light sources and separate 
start-up control devices in accordance with 
Directive 2019/125/EU of the European 
Parliament and of the Council and on the 
repeal of EU Commission Regulations No. 
244/2009, 245/ 2009 and 1194/2012 [3]. 
The peculiarity of this regulation is that, in 
addition to energy efficiency requirements, 
a number of new indicators for light quality 
and functionality of LED light sources have 
been established. In particular, the declared 
value of energy consumption should not 
exceed the maximum allowed power, which 
is determined as a function of the declared 
useful luminous flux and colour rendering 
index; established requirements for the qual-
ity of colour rendering and colour uniformity 
(changes in colour coordinates within the 
6-steps or smaller Mac-Adam ellipse); new 
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requirements have been established for the 
level of flickering brightness of LED light 
sources, characterised by the short-term  and 
the level of SVM, etc.

The new Commission Delegated Regu-
lation EU 2019/2015 on the energy labelling 
of light sources [4] entered into force on 1 
March 2021. The most important change in 
this Regulation of the EU Commission has 
been the return to the A-G rating scale, which 
sets the maximum and minimum energy effi-
ciency. The scale is designed in such a way 
that initially only a small number of products 
have high energy efficiency in order to intro-
duce more efficient products in the future. At 
present, more and more LED light sources in 
accordance with the scale established by the 
previous regulation of the EU Commission 
[5] have reached classes A, A+, A++, and it 
is difficult for consumers to evaluate the dif-
ference, for example, between classes A and 
A++. According to the new scale of the EU 
Regulation Commission [4], the highest indi-

cators of light sources correspond to class D 
and there is a large margin for adding more 
efficient products to this scale in the future.  

Given that the requirements for energy 
efficiency and functionality of LED light 
sources are constantly increasing, and pro-
duction technologies are being improved, 
researching commercial samples of prod-
ucts according to established manda-
tory requirements is crucial. Additionally, 
informing consumers about the current 
technical level of products from various 
manufacturers is also a pressing concern. 

This study involves analysing the 
requirements for the eco-design of LED 
light sources, conducting experimental stud-
ies on non-directional LED lamps entering 
Ukraine, complying with EU Commission 
Regulation 2019/2020, and determining the 
energy efficiency classes of these lamps in 
accordance with Commission Delegated 
Regulation EU 2019/2015.

2. ANALYSIS OF REQUIREMENTS FOR ENERGY 
EFFICIENCY AND FUNCTIONALITY OF LED LIGHT SOURCES

The EU Commission Regulation 
2019/2020 [3] sets eco-design requirements 
for light sources used for general lighting 
with a luminous flux of 60–82.000 lm and 
a luminous flux from the projection area of 
the light-emitting surface of more than 500 
lm/mm2. The regulation applies to incan-
descent lamps, low-and high-pressure dis-
charge lamps, inorganic (LED) and organic 
(OLED) light-emitting diode lamps and 
luminaires. The regulation contains require-
ments for energy efficiency and functional-
ity, as well as requirements for providing 
information and permissible deviations of 
product parameters from declared values. 
In this study, only those issues that concern 
LED lamps of non-directional radiation are 

considered. 
The Regulation of the Commission 

Delegated Regulation EU 2019/2015 [4] 
establishes requirements for the calculation 
of energy efficiency classes of light sources 
based on the overall efficiency of the net-
work ηTM, as well as for the provision of 
additional information about light sources.

In the EU, starting from 1 September 
2021, the declared energy consumption 
value of LED light sources Pon should not 
exceed the maximum allowed power Pon max 
(W), which is determined as a function of 
the declared useful luminous flux Фuse (lm) 
and the declared colour rendering index Ra 
accordingly [3]:
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 (1)

where C is the basic values of the correc-
tion factor (plus allowances to C for special 
characteristics of light sources). For mains 
powered non-directional LED light sources 
(NDLS), the base C value is 1.08, and for 
mains powered directional light sources 
(DLS) it is 1.23. Additions to the correc-
tion factor C for LED light sources are 
applied only to sources with an anti-glare 
screen (+0.2) and sources with the ability to 

change the colour of light (+0.1);
η is luminous efficiency (lm/W). For LED 
light sources η=120 lm/W;
L is the coefficient of final losses (W). For 
LED light sources L=1.5 W (Table 1);
F is the efficiency factor. For LED non-
directional light sources F=1.0, and for 
directional sources F=0.85;
Ra is the coefficient; it is 0.65 for Ra ≤25 and 
(Ra +80)/160 for Ra >25.

The requirements for the functionality 
of LED light sources are given in Table 1.

Table 1. Requirements for the Functionality of LED Light Sources [3]

Colour rendering index (Ra) Ra ≥ 80

Displacement factor (DF, cos φ1 ) at 
power input Pon 

No limit at Pon ≤ 5 W,
cosφ1 ≥ 0.5 at 5 W < Pon ≤ 10 W,
cosφ1 ≥ 0.7 at 10 W < Pon ≤ 25 W,
cosφ1 ≥ 0.9 at 25 W < Pon

Lumen maintenance factor XLMF, %

The luminous flux retention coefficient XLMF% after endurance tests 
shall be at least XLMFmin%, calculated as follows:

where L70 is the declared L70B50 life time (in hours). If the calculated 
value for XLMF,MIN exceeds 96.0 %, an XLMF,MIN value of  96.0 % shall be 
used.

Survival factor (SF) The light sources must be functional after the test.
Colour consistency for LED and 
OLED light sources

Variation of chromaticity coordinates within a six-step Mac-Adam 
ellipse or less.

Flicker for LED and OLED MLS  ≤ 1.0 at full-load
SVM for LED and OLED MLS SVM ≤ 0.4 at full-load

In this Regulation, displacement factor 
(cosφ1) means the cosine of the phase angle 
φ1 between the first harmonic of the network 
voltage and the first harmonic of the network 
current; lumen maintenance factor (XLMF) – 
the ratio of the luminous flux at a given time 
of the life cycle of the light source to the ini-
tial value of the luminous flux; survival fac-
tor (SF) is a defined fraction of the total num-
ber of light sources that continue to function 
for a given time under defined conditions.

The method of testing LED light sources 
for determining XLMF and SF involves the 
steps described below.

1.	 Initial measurement of light flux before 
switching cycles.

2.	 Switching cycles: The source must be 
operated for 1200 complete continu-
ous cycles. One complete switching 
cycle consists of 150 minutes of turning 
on the light source at full power, after 
which the source is turned off for 30 
minutes. The total operating time (i.e., 
3000 hours) includes only the periods 
of the switching cycle when the source 
is on. The total test time is 3600 hours.

3.	 Measurement of light flux after 1200 
switching cycles.
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4.	 For each of the sample units that did 
not fail, you need to divide the mea-
sured final luminous flux by the initial 
one. Determine the average value of all 
tested samples that did not fail, and cal-
culate the average value of the luminous 
flux retention coefficient XLMF% accord-
ing to the formula given in Table 1.

5.	 The SF after 1200 switching cycles is 
determined as the number of function-
ing light sources to the total number of 
tested ones.

In order to shorten the test period, accel-
erated methods for estimating the service 
life of LED light sources have been recom-
mended for the first time in [3]. The service 
life for these light sources means the time 
(in hours) from the start of their use until 
50 % of the light sources under test have 
gradually reduced their luminous flux con-
servation factor (XLMF) to 70 % of the initial 
value. It is also called L70B50 service life. 
The service life is estimated based on the 
experimentally determined XLMF retention 
coefficient after 1200 switches (3000 hours 
of lamp burning). 

“Colour consistency” means the maxi-
mum deviation of the initial spatially aver-
aged chromaticity coordinates (x, y) of a 
separate light source from the central chro-
maticity point (cх, су) declared by the man-

ufacturer, expressed as the size (in steps)) 
of the Mac-Adam ellipse formed around 
the central chromaticity point (сх, су). The 
size of the Mac-Adam ellipse is determined 
by the number of standard deviation colour 
matching (SDCM) units between the cen-
tre of the ellipse and its border. The method 
of determining colour uniformity is estab-
lished in [6], [7].

The indicator of flicker level used in 
this Regulation is the parameter " ", 
where “st” stands for short-term, and “LM” 
stands for the flicker measurement method 
defined in standards establishing measure-
ment methods and requirements for devices 
for accurate perception of voltage fluctua-
tions. Flicker in the frequency range of 0.05 
Hz–80 Hz is assessed by the short-term  
according to [8]. The interpretation of test 
results is as follows:
•	 at  = 1, the investigated light source 

has a flickering level that the observer 
detects with a probability of 50 %, such 
as in incandescent lamps with a power 
of 60 W; 

•	 at  < 1, the light source has a flick-
ering level lower than that of incandes-
cent lamps with a power of 60 W; 

•	 at  > 1, the level of flickering is 
higher than that of incandescent lamps 
and it is easy to detect. 

Fig. 1. Threshold values of the depth of brightness modulation at different frequencies [9].
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Figure 1 shows the threshold values 
of the modulation depth depending on the 
detection frequency with a probability of 
50 % [9]. As can be seen from Fig. 1, at a 
frequency of 15 Hz, an observer can detect 
a flicker with a relative modulation depth 
of 0.5 %, while at a frequency of 60 Hz, a 
modulation depth of almost 60 % is required 
to detect a flicker. 

The resulting modulation values for 
each frequency are expressed in terms of 
detection thresholds and denoted as Mpk. 
The perceived modulation corresponding to 
the threshold value (detected with a prob-
ability of 50 %) is taken as one.

At values smaller than one, it is not pos-
sible to detect blinking, and at significantly 
higher values, it is easy to detect. If the 
blinking in the interval 3–60Hz has differ-
ent frequencies, then the resulting percep-
tion of modulation Mp is determined as: 

 (2)

where k=1, 2, 3 …

The resulting value of Мр is interpreted 
in the same way as Мрk for individual fre-

quencies: at Мр=1, threshold values are 
detected with a probability of 50  %; at 
Мр<1, blinks are not visible; at Мр > 1, 
blinking is easy. 

As for the estimation of the SVM, the 
objective method of measuring the indica-
tor of the SVM is proposed in the standard 
[10]. The conditions for the appearance of 
the SVM considered in this document are 
limited to the assessment at illuminances of 
more than 100 lux and at moderate object 
velocities (< 4 m/s). SVM does not assess 
the health effects of flickering and is not a 
measure to assess unwanted SVM in indus-
try. The method is designed to estimate 
light flickering at offices, residential prem-
ises etc.

Numerical values of SVM can range 
from 0 to 9. At SVM = 0, there is no light 
modulation of any kind, while at SVM ≈ 9, 
rectangular modulation (with infinitesimal 
pulse duration) is 100 %. SVM is an objec-
tive indicator obtained on the basis of labo-
ratory studies and studies on the detection 
of thresholds for the perception of the SVM 
by people. The sensitivity to the detec-
tion of the SVM at different frequencies is 
shown in Fig. 2 [10].

Fig. 2. Dependence of the relative sensitivity of the perception of the SVM on the light modulation frequency [10].
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The SVM measurement results can be 
interpreted as follows:

at SVM =1, the SVM created by light 
modulation is on the threshold of visibility. 
This means that the average observer can 
detect the SVM with a probability of 50 %. 
If the value of SVM<1, then the detec-
tion probability is less than 50  %, and if 
SVM >1, then the match will be higher than 
50 %.

The energy efficiency classes of light 
sources according to [4] are determined 
on the basis of the overall network effi-
ciency coefficient ƞТМ, which is calculated 
by dividing the declared useful luminous 

flux Фuse (expressed in lm) by the declared 
power in full burning mode Pon (expressed 
in W) and multiplied by the FTM coefficient, 
which takes into account the type of direc-
tional and non-directional light sources, as 
well as types that work in the power net-
work and without it, as follows:

	  (3)

The energy efficiency classes of light 
sources for different network efficiency 
coefficients ƞTM are given in Table 2, and 
FTM coefficients – in Table 3.

Table 2. Energy Efficiency Classes of Light Sources [4]

Energy efficiency class Total network efficiency ƞTM, lm/W 

A 210 ≤ ƞTM

В 185 ≤ ƞТМ < 210

С 160 ≤ ƞТМ < 185

D 135 ≤ ƞТМ < 160

E 110 ≤ ƞТМ < 135

F 85 ≤ ƞТМ < 110

G ƞТМ < 85

Table 3. FTM Coefficients for Different Types of Light Sources [4]

Light source type FTM

Non-directional (NDLS) operating on mains (MLS) 1.000

Non-directional (NDLS) not operating on mains (NMLS) 0.926

Directional (DLS) operating on mains (MLS) 1.176

Directional (DLS) not operating on mains (NMLS) 1.089

Energy labelling complements the 
Ecodesign Directive by providing informa-
tion on the product energy efficiency. The 
new energy labeling labels (Fig. 3) have a 

QR code, by scanning which consumers can 
find additional information on the energy-
consuming product.
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Fig. 3. The general appearance of the label: I – name or trademark of the supplier; II – provider model 
identifier; III – scale of energy efficiency classes from A to G; IV – energy consumption of the light source in 
the switched-on mode, expressed in kW of electricity consumption for 1000 hours; V – QR code; VI – energy 

efficiency class of the source; VII – the number of this regulation is 2019/2015.

In 2019, the European Commission 
launched a new publicly available data-
base that allows consumers to compare the 
energy efficiency class of various household 
products and their other characteristics. 
The European Register of Energy Prod-
uct Labelling (EPREL) is breaking new 
ground by helping EU consumers improve 
energy efficiency with detailed information 
on energy-labelled products. Now that the 
EPREL database is publicly available, con-
sumers have a free online tool that can help 
them easily find the most energy-efficient 
lamp models they want to buy and get key 
information about them in all EU languages.

Energy efficiency and light quality of 
commercial LED light sources have been 
studied in many works [13]–[19]. To accel-
erate the process of saving electricity for 
lighting, the CALiPER [11] test programme 
for LED lamps was planned to provide the 
market with reliable information about the 
technical level of products. Tests within 
the framework of this programme showed 
that already at the first stages of the intro-
duction of LED light sources, most com-
mercial samples demonstrated high energy 
efficiency indicators, although a significant 

part of them (more than 30 %) did not fully 
correspond to the data declared by the man-
ufacturer. At the end of 2013, the maximum 
efficiency of the best samples of non-direc-
tional LED lamps (categories up to 800 lm) 
included in the LED Light Facts database 
[12] was 90 lm/W. In 90 % of such lamps, 
the total colour rendering index Ra exceeded 
the value of 80 units, and almost 90 % of 
the lamps met the new requirements of the 
ENERGY STAR standard.

The improvement of LED lamp produc-
tion technology and the introduction of inter-
national standards and regulations of the 
EU Commission regarding eco-design and 
energy-efficient labelling of light sources 
contributed to the further rapid increase in 
energy efficiency and functionality of these 
lamps. Today, the best commercial samples 
of non-directional LED lamps have already 
exceeded the luminous efficiency of 140 
lm/W, and the general colour rendering 
index Ra of almost all manufacturers’ lamps 
exceeds 80 units. The results of the study 
of energy efficiency and colour parameters 
are given in [13]–[15], and works [16]–[19] 
present the results of the study of brightness 
flickering and the SVM, the photobiological 
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safety of the light of LED lamps, and the 
assessment of the compliance of the lamp 
service life declared by the manufacturer 
with the test results.

Taking into account that the level of 
parameters of LED light sources is con-
stantly increasing, the paper presents rel-

evant studies, which relate to LED lamps 
of non-directional light and the assessment 
of their compliance with the requirements 
of the new EU Commission Regulation 
2019/2020 on eco-design and the determina-
tion of energy efficiency classes according to 
the EU Commission Regulation 2019/2015.

3. RESEARCH RESULTS

Commercial samples of non-directional 
LED lamps that were delivered to Ukraine 
in the period 2021–2023 were studied. 
The following indicators of LED lamps, 
regulated by EU Commission Regulations 
2019/2020 and 2019/2015, were measured: 
power consumption, power factor, useful 
luminous flux, correlated colour tempera-
ture, chromaticity coordinates and chroma-
ticity uniformity (change in chromaticity 
coordinates within 6 SDCM), total color 
rendering index and special R9 index, short-
term flicker index and SVM index.

Based on the measurements and the 
data declared by the manufacturer, the max-
imum permissible power was calculated 
(which was determined as a function of the 
useful light flux and the declared colour 
rendering index), the light output and the 
overall efficiency of the network, the energy 

efficiency class according to the EU Com-
mission Regulation 2019/2015. In order to 
estimate the service life for a batch of LED 
lamps with a power of 5 W, the luminous 
flux retention coefficients after testing up to 
3000 hours of lamp operation (1200 switch-
ing cycles) and SF durability coefficients 
were determined according to [3]. Measure-
ments of electrical, photometric and colo-
rimetric parameters of LED light sources 
were carried out in accordance with recom-
mendations [6], [7], [20].

The short-term blinking index and SVM 
index were determined in accordance with 
the standards [8], [10]. A spectroradiometer 
MK350S was used to measure colorimetric 
parameters and indicators of blinking and 
SVM [21]. The results of measurements 
and calculations are shown in Tables 4–6.

Table 4. Results of Measuring Electrical, Light Parameters and Energy Efficiency of Commercial Samples of 
Non-directional LED Lamps Entering the Market of Ukraine

n/p Brand, model 

Power, W 
Maxi-
mum 

permis-
sible 

power 
(calcula-

ted),
Ponmax, W

cosφ1, rel.un. Luminous flux, 
lm 

Luminous effi-
ciency, lm/W 

Energy effi-
ciency class

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

1 2 3 4 5 6 7 8 9 10 11 12 13

1
PHILIPS

5W 4000K 470lm 
44 mA E14

5 4.74 5.85 0.5 0.56 470 567 94 119.6 F Е

2
PHILIPS

5W 4000K 470lm 
44 mA E14

5 4.70 5.85 0.5 0.55 470 559 94 118.9 F Е
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n/p Brand, model 

Power, W 
Maxi-
mum 

permis-
sible 

power 
(calcula-

ted),
Ponmax, W

cosφ1, rel.un. Luminous flux, 
lm 

Luminous effi-
ciency, lm/W 

Energy effi-
ciency class

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

3
PHILIPS

5W 4000K 470lm 
44 mA E14

5 4.69 5.85 0.5 0.55 470 563 94 120.0 F Е

4
PHILIPS

5W 4000K 470lm 
44 mA E14

5 4.73 5.85 0.5 0.56 470 567 94 119.9 F Е

5
PHILIPS

5W 4000K 470lm 
44 mA E14

5 4.70 5.85 0.5 0.55 470 563 94 119.8 F Е

6
OPTONICA

6W 6000K 480lm 
E27

6 6.31 5.94 0.5 0.56 480 654 80 108.3 G F

7
OPTONICA

6W 6000K 480lm 
E27

6 6.18 5.94 0.5 0.56 480 618 80 104.0 G F

8
OPTONICA

6W 6000K 480lm 
E27

6 6.31 5.94 0.5 0.56 480 654 80 108.3 G F

9
OPTONICA

6W 6000K 480lm 
E27

6 6.31 5.94 0.5 0.56 480 658 80 108.8 G F

10
OPTONICA

6W 6000K 480lm 
E27

6 6.31 5.94 0.5 0.56 480 658 80 104.7 G F

11
LightMaster

7W 2700K 540lm 
56mA GU10

7 5.95 6.48 --- 0.55 540 547 77 91.9 --- F

12
LightMaster

7W 4000K 560lm 
56mA GU10

7 5.83 6.66 --- 0.55 560 580 80 99.5 --- F

13
ECONOMKA

7W 4200K 580lm 
52mA E27 

7 6.56 6.84 --- 0.58 580 718 83 109.5 --- F

14
ECONOMKA

7W 4200K 580lm 
52mA E27 

7 6.57 6.84 --- 0.58 580 722 83 109.5 --- F

15
ECONOMKA

7W 4200K 580lm 
52mA E27 

7 6.63 6.84 --- 0.57 580 729 83 110.0 --- F

16
NEOMAX

NX8B 8W 4000K 
E27

8 6.13 8.10 --- 0.51 720 685 90 111.7 --- Е

17
NEOMAX

NX8B 8W 4000K 
E27

8 6.36 8.10 --- 0.51 720 697 90 109.6 --- F

18
NEOMAX

NX8B 8W 4000K 
E27

8 6.17 8.10 --- 0.51 720 693 90 112.3 --- E
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n/p Brand, model 

Power, W 
Maxi-
mum 

permis-
sible 

power 
(calcula-

ted),
Ponmax, W

cosφ1, rel.un. Luminous flux, 
lm 

Luminous effi-
ciency, lm/W 

Energy effi-
ciency class

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

19
NEOMAX

NX8B 8W 4000K 
E27

8 6.34 8.10 --- 0.51 720 705 90 111.2 --- E

20
NEOMAX

NX8B 8W 4000K 
E27

8 6.29 8.10 --- 0.51 720 697 90 110.8 --- E

21
PHILIPS

9W 3000K 900lm 
75 mA E27

9 8.38 9.72 0.5 0.59 900 927 100 110.6 F F

22
PHILIPS

9W 3000K 900lm 
75 mA E27

9 8.76 9.72 0.5 0.60 900 939 100 107.2 F F

23
PHILIPS

9W 3000K 900lm 
75 mA E27

9 8.42 9.72 0.5 0.59 900 892 100 105.5 F F

24
PHILIPS

9W 3000K 900lm 
75 mA E27

9 8.85 9.72 0.5 0.60 900 972 100 104.8 F F

25
PHILIPS

9W 3000K 900lm 
75 mA E27

9 9.03 9.72 0.5 0.60 900 950 100 105.2 F F

26
MAGNUM

BL60 10W 860lm 
4100K

10 8.82 9.07 --- 0.58 860 797 86 90.4 --- F

27
MAGNUM

BL60 10W 860lm 
4100K

10 8.70 9.07 --- 0.57 860 773 86 88.9 --- F

28
MAGNUM

BL60 10W 860lm 
4100K

10 8.83 9.07 --- 0.57 860 833 86 94.3 --- F

29
MAGNUM

BL60 10W 860lm 
4100K

10 8.71 9.07 --- 0.57 860 781 86 89.7 --- F

30
MAGNUM

BL60 10W 860lm 
4100K

10 8.74 9.07 --- 0.58 860 785 86 89.8 --- F

31
ІЕК

LLE-A60-11-230-
65-E27

11 8.98 10.53 --- 0.55 990 1021 90 113.7 --- E

32
ІЕК

LLE-A60-11-230-
65-E27

11 9.22 10.53 --- 0.55 990 1047 90 113.6 --- E

33
ІЕК

LLE-A60-11-230-
65-E27

11 9.23 10.53 --- 0.55 990 1021 90 110.6 --- E

34
ІЕК

LLE-A60-11-230-
65-E27

11 9.22 10.53 --- 0.55 990 1026 90 111.3 --- E
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n/p Brand, model 

Power, W 
Maxi-
mum 

permis-
sible 

power 
(calcula-

ted),
Ponmax, W

cosφ1, rel.un. Luminous flux, 
lm 

Luminous effi-
ciency, lm/W 

Energy effi-
ciency class

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

decla-
red

measu-
red

35
ІЕК

LLE-A60-11-230-
65-E27

11 9.20 10.53 --- 0.55 990 1009 90 109.7 --- F

36
jazzway

A60 12W E27 
3000K

12 7.98 11.34 --- 0.57 1080 741 90 92.9 --- F

37
jazzway

A60 12W E27 
3000K

12 7.97 11.34 --- 0.56 1080 721 90 90.5 --- F

38
jazzway

A60 12W E27 
3000K

12 7.98 11.34 --- 0.57 1080 741 90 92.9 --- F

39
jazzway

A60 12W E27 
3000K

12 8.25 11.34 --- 0.56 1080 757 90 91.8 --- F

40
jazzway

A60 12W E27 
3000K

12 8.15 11.34 --- 0.56 1080 757 90 92.9 --- F

Table 5. Results of Measurement of Colorimetric Parameters and Indicators of Flickering and SVM of 
Commercial Samples of Non-directional LED Lamps Entering the Market of Ukraine

n/p Brand, model
CCT, K 

Colour coordi-
nates (mea-

sured)

SDCM, rel. 
un.

Colour render-
ing index Ra, 

rel.un.

Special 
colour 

rendering 
index R9, 

rel.un.

SVM, 
rel. un.

, 
rel. un.decla-

red
mea-
sured x y decla-

red
mea-
sured

decla-
red

mea-
sured

1 2 3 4 5 6 7 8 9 10 11 12 13

1
PHILIPS

5W 4000K 470lm 
44 mA E14

4000 4015 0.3805 0.3794 6 0.6 80 84.3 15.7 0.0136 0.1757

2
PHILIPS

5W 4000K 470lm 
44 mA E14

4000 3978 0.3813 0.3771 6 2.1 80 84.8 18.3 0.0140 0.1237

3
PHILIPS

5W 4000K 470lm 
44 mA E14

4000 4018 0.3799 0.3775 6 1.2 80 84.6 17.1 0.0146 0.3005

4
PHILIPS

5W 4000K 470lm 
44 mA E14

4000 4026 0.3796 0.3773 6 1.2 80 84.4 16.6 0.0141 0.1961

5
PHILIPS

5W 4000K 470lm 
44 mA E14

4000 3763 0.3918 0.3847 6 6.1 80 84.0 15.0 0.1380 0.1600

6
OPTONICA

6W 6000K 480lm 
E27

6000 5961 0.3220 0.3451 --- 6.3 80 83.4 6.7 0.0060 0.0403

7
OPTONICA

6W 6000K 480lm 
E27

6000 6133 0.3186 0.3410 --- 4.0 80 83.6 7.9 0.0060 0.0697
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n/p Brand, model
CCT, K 

Colour coordi-
nates (mea-

sured)

SDCM, rel. 
un.

Colour render-
ing index Ra, 

rel.un.

Special 
colour 

rendering 
index R9, 

rel.un.

SVM, 
rel. un.

, 
rel. un.decla-

red
mea-
sured x y decla-

red
mea-
sured

decla-
red

mea-
sured

8
OPTONICA

6W 6000K 480lm 
E27

6000 5940 0.3225 0.3450 --- 6.7 80 82.7 5.6 0.0049 0.0565

9
OPTONICA

6W 6000K 480lm 
E27

6000 5693 0.3279 0.3512 --- 11.5 80 82.6 4.5 0.0045 0.0648

10
OPTONICA

6W 6000K 480lm 
E27

6000 6030 0.3206 0.3430 --- 5.4 80 83.1 6.8 0.0045 0.0649

11
LightMaster

7W 2700K 540lm 
56mA GU10

2700 2949 0.4393 0.4028 --- 0.4 80 82.8 7.5 0.0216 0.2399

12
LightMaster

7W 4000K 560lm 
56mA GU10

4000 4135 0.3745 0.3726 --- 2.9 80 84.0 12.4 0.0161 0.0179

13
ECONOMKA

7W 4200K 580lm 
52mA E27 

4200 3873 0.3889 0.3896 --- 4.3 80 82.3 4.1 0.0249 0.3580

14
ECONOMKA

7W 4200K 580lm 
52mA E27 

4200 3787 0.3908 0.3843 --- 5.6 80 83.1 10.0 0.0250 0.2433

15
ECONOMKA

7W 4200K 580lm 
52mA E27 

4200 3847 0.3889 0.3860 --- 4.2 80 83.0 8.6 0.0256 0.1838

16
NEOMAX

NX8B 8W 4000K 
E27

4000 4078 0.3768 0.3738 --- 2.4 --- 83.4 7.2 0.0087 0.1127

17
NEOMAX

NX8B 8W 4000K 
E27

4000 4069 0.3771 0.3736 --- 2.4 --- 83.4 7.2 0.0012 0.0804

18
NEOMAX

NX8B 8W 4000K 
E27

4000 4064 0.3774 0.3742 --- 2.2 --- 83.3 6.8 0.0062 0.1623

19
NEOMAX

NX8B 8W 4000K 
E27

4000 4064 0.3774 0.3742 --- 2.2 --- 83.2 6.4 0.0013 0.1577

20
NEOMAX

NX8B 8W 4000K 
E27

4000 4025 0.3791 0.3753 --- 2.1 --- 83.3 6.9 0.0070 0.0751

21
PHILIPS

9W 3000K 900lm 
75 mA E27

3000 2937 0.4424 0.4076 6 2.0 80 82.1 5.8 0.0013 0.1183

22
PHILIPS

9W 3000K 900lm 
75 mA E27

3000 2977 0.4378 0.4030 6 1.4 80 82.3 5.7 0.0116 0.1024

23
PHILIPS

9W 3000K 900lm 
75 mA E27

3000 2895 0.4440 0.4056 6 2.0 80 81.6 2.9 0.0053 0.2003

24
PHILIPS

9W 3000K 900lm 
75 mA E27

3000 2929 0.4424 0.4065 6 1.5 80 81.8 4.1 0.0130 0.1963
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n/p Brand, model
CCT, K 

Colour coordi-
nates (mea-

sured)

SDCM, rel. 
un.

Colour render-
ing index Ra, 

rel.un.

Special 
colour 

rendering 
index R9, 

rel.un.

SVM, 
rel. un.

, 
rel. un.decla-

red
mea-
sured x y decla-

red
mea-
sured

decla-
red

mea-
sured

25
PHILIPS

9W 3000K 900lm 
75 mA E27

3000 3002 0.4363 0.4031 6 2.4 80 82.0 4.9 0.0106 0.2205

26
MAGNUM

BL60 10W 860lm 
4100K

4100 4102 0.3761 0.3742 --- 2.3 75 82.5 6.2 0.0402 0.0318

27
MAGNUM

BL60 10W 860lm 
4100K

4100 4114 0.3760 0.3756 --- 2.0 75 82.4 6.0 0.0038 0.0210

28
MAGNUM

BL60 10W 860lm 
4100K

4100 4067 0.3790 0.3807 --- 0.9 75 81.6 2.9 0.0140 0.0324

29
MAGNUM

BL60 10W 860lm 
4100K

4100 4091 0.3764 0.3139 --- 2.3 75 82.8 7.3 0.0055 0.0298

30
MAGNUM

BL60 10W 860lm 
4100K

4100 4100 0.3764 0.3753 --- 1.9 75 82.8 7.1 0.0236 0.0236

31
ІЕК

LLE-A60-11-230-
65-E27

6500 6573 0.3102 0.3373 --- 2.8 80 84.0 10.2 0.0156 0.0602

32
ІЕК

LLE-A60-11-230-
65-E27

6500 6707 0.3081 0.3343 --- 3.6 80 84.6 12.5 0.0150 0.0337

33
ІЕК

LLE-A60-11-230-
65-E27

6500 6673 0.3088 0.3343 --- 3.1 80 84.7 12.6 0.0121 0.0607

34
ІЕК

LLE-A60-11-230-
65-E27

6500 6926 0.3047 0.3311 --- 6.0 80 84.7 13.0 0.0124 0.0623

35
ІЕК

LLE-A60-11-230-
65-E27

6500 6716 0.3081 0.3333 --- 3.5 80 85.0 15.0 0.0114 0.0314

36
jazzway

A60 12W E27 
3000K

3000 2962 0.4399 0.4054 --- 1.3 80 80.7 -1.1 0.2046 0.0840

37
jazzway

A60 12W E27 
3000K

3000 2986 0.4378 0.4042 --- 1.8 80 80.4 -2.0 0.2836 0.0789

38
jazzway

A60 12W E27 
3000K

3000 2961 0.4409 0.4074 --- 2.0 80 80.5 -2.1 0.2179 0.0852

39
jazzway

A60 12W E27 
3000K

3000 2959 0.4414 0.4081 --- 2.3 80 80.2 -3.2 0.2242 0.0807

40
jazzway

A60 12W E27 
3000K

3000 2951 0.4405 0.4054 --- 1.1 80 80.5 -1.6 0.2465 0.0835
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To evaluate the service life of LED 
lamps, a batch of lamps with a power of 5 
W was tested in accordance with the meth-
odology provided in [3]. The average val-
ues of the results of measuring the luminous 
flux after zero hours and after 3000 hours of 

operation, the coefficient of preservation of 
the luminous flux are determined by mea-
surements, and also calculated on the basis 
of the service life of the lamps declared by 
the manufacturers (see Table 6).

Table 6. Results of Measurement and Calculation (Based on the Declared Service Life) of the Coefficient of 
Preservation of the Luminous Flux XLMF for a Batch of Lamps with a Power of 5 W.

The average value of the luminous 
flux, lm

The coefficient of preservation of the 
luminous flux XLMF, rel.un.

SF, rel.un.

Service life of 
L70, declared by 

the manufacturer, 
hoursInitial, Ф0 After test, Ф3000

Determined by 
measurement 

Calculated on 
the basis of L70 
declared by the 
manufacturer 

according to [3]
560 530 0.946 0.931 1.0 15000

If the calculated value of the luminous 
flux conservation coefficient is the same as 
that determined experimentally or less, then 
there are reasons to assert that the average 
service life of the lamps declared by the 
manufacturer is real. If the calculated value 
exceeds the value of the coefficient of pres-
ervation of the luminous flux determined 
experimentally, then the declared service 
life of the lamps is overestimated. In our 
case, the stated term for lamps with a power 
of 5 W is real and it can be expected that it 
will be even higher than the declared value. 
The coefficient of durability at 3000 hours 
of lamp operation is 1.0 (there were no 
lamp failures).

As can be seen from the results obtained 
for all the investigated batches, the power 
of the lamps determined by measurements 
does not exceed the maximum allowed 
power Pon max (for the declared luminous flux 
and colour rendering index). The measured 
luminous fluxes (for all batches except 12 
W lamps) are with tolerances of ±10 %, not 
lower than the declared values. The lumi-
nous efficiency is in the range of approxi-
mately 90–120 lm/W, which corresponds to 
the energy efficiency classes according to 
the rating scale of the EU Commission Reg-

ulation 2019/2015 F and E. Over the past 
10 years, the luminous efficiency of non-
directional LED lamps has increased by 
more than 30 %. Quality indicators of light 
have also been improved, in particular the 
quality of colour rendering and colour uni-
formity. The total colour rendering index Ra 
in all the studied batches exceeds 80 units, 
the colour unevenness in only one batch 
(6 W) exceeds Mac-Adam’s 6-steps ellipse 
(SDCM > 6), and in five of the eight batches 
it does not exceed 3-steps. All batches of 
lamps meet the requirements for the level 
of flickering (<1) and the level of visibility 
of the stroboscopic effect (SVM< 0.4).

Among the tested lamps, the highest 
indicators are those of the PHILIPS trade 
mark.

As for inconsistencies, 11 and 12 W 
lamps have an understated cosφ1 (cos 
φ1 < 0.7), the luminous flux of 12 W lamps is 
lower than the declared one, and 6 W lamps 
do not meet the level of colour unevenness. 
It is also necessary to note the rather low 
level of the special index R9 (red colour) 
in almost the majority of the studied lamps 
and the lack of declared information about 
the lamps in a number of manufacturers of 
batches (energy efficiency classes declared 
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on the A+++ – G scale are not included in 
Table 4).

Despite the mentioned shortcom-

ings, significant progress in improving the 
parameters of LED lamps over the past 
decade should be noted. 

4. CONCLUSIONS

1.	 The policy of eco-design and energy-
efficient labelling is an important mech-
anism for increasing the energy effi-
ciency, safety and quality of LED light 
sources.

2.	 The EU Commission Regulation 
2019/2020 for the first time has estab-
lished requirements for the maximum 
power as a function of the declared use-
ful luminous flux and colour rendering 
index, introduced mandatory require-
ments for the level of light flickering 
and the indicator of the SVM, colour 
uniformity (within 6-steps or smaller 
ellipses Mac-Adam), as well as esti-
mated the service life based on the 
measurement and calculation of the 
luminous flux retention coefficient after 
3000 hours of lamp operation.

3.	 EU Commission Regulation 2019/2015 
returned the energy efficiency rat-
ing scale A–G instead of A+++ – G and 
established a new method of calculating 
energy efficiency classes. The European 
register of energy labelling of EPREL 
products was created.

4.	 Studies were conducted on LED lamps 
entering Ukraine for compliance with 

the requirements of the EU Commission 
Regulations 2019/2020 and 2019/2015, 
which entered into force in the EU in 
2021. It has been established that most 
of the parameters of LED lamps meet 
the requirements of the new regulations 
of the EU Commission.

5.	 The following negative aspects were 
noted:
•	 manufacturers of LED lamps do not 

fully declare the parameters of their 
products, as required by the regula-
tions;

•	 the colour coordinates of the lamps 
of individual manufacturers go 
beyond the 6-steps of the Mac-
Adam ellipse (SDCM > 6);

•	 the power factor of 11W and 12W 
lamps does not meet the require-
ments of the Ecodesign Regulation;

•	 most of the tested lamps have a low 
special index R9.

6.	 Thanks to the implementation of the 
requirements of the regulations on eco-
design and energy labelling, over the ast 
decade, a significant increase in energy 
efficiency and quality of LED lamps of 
non-directional light has been obtained.
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The research addresses the limited understanding of the deformation behaviour in mechani-
cally loaded orientated electrospun nanofiber mats, which are crucial for applications such as 
filtration, catalysis, and sensing. Focussing on polyacrylonitrile (PAN) as a reference polymer, 
we investigated the mechanical properties of PAN nanofiber membranes with aligned fibre ori-
entations, specifically examining their response to mechanical stresses introduced by notches and 
punch holes. Mechanical testing revealed that these membranes showed a consistent deformation 
pattern at the macroscale until fracture. In particular, we observed significant variations in key 
parameters such as elastic modulus, ultimate strength, and critical stress in different membrane 
samples, which were also compared with an analytical model. The presence of a notch in the 
nanofiber mat reduced the strength by 48 %, indicating a remarkable fracture resistance, even 
in pre-damaged membranes. Furthermore, elongation of fibres along the loading direction was 
observed to cause the tip of the crack to not grow, providing local reinforcement to the membrane 
by undamaged nanofibers and enhancing its overall mechanical robustness.

Keywords: Critical stress, deformation of nanofibers, hole, notch, tensile strength.

1. INTRODUCTION

Electrospinning emerges as a cost-effec-
tive method for the production of nanofiber 
mats. This technique facilitates the fabrica-
tion of a relatively new class of materials 
characterised by a non-woven assemblage 
of nanofibers, typically from 100 to 500 nm 
[1]. The diminutive fibre diameter, coupled 

with the nonwoven structure of these mats, 
imparts them with distinct properties, such 
as an elevated internal surface area and sig-
nificant porosity, whilst maintaining flex-
ibility. Consequently, these materials have 
immense potential for application in areas 
demanding high performance, including 
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gas and water filtration [2], tissue scaffold 
engineering [3], [4], wound healing [5], 
[6], catalysis [7], composites [8], [9], anti-
bacterial textiles [10] and food packaging 
[11]. However, the successful deployment 
of these materials often requires robust 
mechanical performance and durability.

Recent research has turned towards 
aligned nanofibers [12], [13] attributed to 
their improved strength and the consistency 
of their mechanical properties, yielding 
highly repeatable results. Although these 
are commonly classified as nanofiber mats 
in numerous studies, they are often evalu-
ated against the standards of polymeric 
films [14]. This comparison is justified, 
given that the overall mechanical properties 
of nanofiber mats are calculated and these 
materials are treated as polymeric films in 
analytical and numerical calculations [8]. 
Fundamentally, a nanofiber mat usually has 
a large number of interconnected fibres.

In this context, the deformation behav-
iour of nanofiber mats is anticipated to 
diverge from that of conventional poly-
meric films. Notably, in the presence of 
an initial crack, the propagation within the 
nanofiber mat is expected to follow a differ-
ent trajectory, influenced by the remaining 
nanofibers. Comprehending this deforma-
tion behaviour is crucial to understanding 
the performance of nanofiber mats in prac-
tical applications.

In the present study, the authors pre-
pared nanofiber mats incorporating holes 
and notches, comparing them with their 
undamaged counterparts. The testing of 
these pre-damaged nanofiber mats aids 
in elucidating the deformation behaviour, 
particularly of orientated polyacrylonitrile 
(PAN) nanofiber mats, thereby contributing 
valuable insights into their structural integ-
rity under various conditions.

2. MATERIALS AND METHODOLOGY 

To investigate the deformation behav-
iour of orientated polyacrylonitrile (PAN) 
nanofibers, we used electrospun nanofi-
bers employing PAN powder and N,N-
Dimethylformamide (DMF). Polyacrylo-
nitrile (average molecular weight: 150,000 
(typical); CAS number: 25014-41-9) and N, 
N-dimethylformamide (DMF; ACS reagent 
grade, solvent; ≥ 99.8% purity; CAS num-
ber: 68-12-2) were procured from Sigma-
Aldrich Chemicals, Merck KGaA, Darm-
stadt (64287), Germany.

Following the production of nanofi-
ber mats as mentioned in [12], [13], [15], 
samples measuring 10 mm in width and 50 
mm in length were precisely incised in the 
centre using a sharp blade, resulting in a cut 
length of 5 mm (half the total width). To 
create holes in the samples, a 5 mm diam-

eter punch was used, ensuring precise punc-
turing in the centre of each sample. Figure 1 
delineates the methodology for fabricating 
nanofiber mat samples with notches and 
holes.

Tensile properties were measured using 
a Mecmesin Multi-Test 2.5-i tensile test-
ing machine equipped with a 250 N sen-
sor (PPT Group UK Ltd., t/a Mecmesin, 
Newton House, Spring Copse Business 
Park, Slinfold, UK). The samples were con-
ditioned at room temperature according to 
ISO 139:1973 “Standard Environments for 
Conditioning and Testing’, which stipulates 
a temperature of 21 ± 1 °C, a relative humid-
ity of 60 %, and an atmospheric pressure of 
760 mm Hg. The dimensions of the sample 
were conformed to ASTM D882-18, mea-
suring 50 mm × 10 mm (length × width). To 
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determine the tensile properties, a quintet of 
measurements was conducted. The thickness 
of the nanofiber mats was determined using 
a digital micrometre (range: 0 to 25 mm; 
Digimatic micrometre, MDC-25PX, code 
No. 293-240-30, serial No. 71912410, 
Mitutoyo, Japan). For testing in the lon-
gitudinal direction, the specimens were 
cut parallel to the nanofiber orientation. 
A paper template was prepared, measur-
ing 50 mm × 40 mm with an interior cut of 

30 mm × 20 mm. Using double-sided thin 
Scotch tape (3M Scotch Magic Tape (Matte 
Finish) 3/4” × 36 yard desk dispenser 
refills), the specimen’s ends were affixed to 
the paper template. Subsequent to attach-
ment of the paper and sample to the tensile 
testing apparatus, the sides of the paper 
template were meticulously removed with 
scissors, according to the protocol detailed 
in [8], [12], [13]. 

Fig. 1. Fabrication process of PAN nanofiber mats and specimens.

3. RESULTS AND DISCUSSION

Figure 2 presents representative of the 
stress strain curves: of the plain nanofiber 
mat, nanofiber mat with a hole, and nano-
fiber mat with a notch. The thickness found 
was 154±8 um of all specimens. The ulti-
mate tensile strength on the plain nanofiber 
mat was 16.5±2 MPa while for the nano-
fiber mat with a hole was 9.1±1 and with 
a notch was 8.5±1. The elastic modulus of 
the PAN nanofiber mat was found 570±18 
MPa and for the nanofiber mat with a hole 
it was 357±27 and for the nanofiber mat 

with a notch it was 368±21 MPa. The elon-
gation at break for the entire specimen was 
obtained almost similarly. For the PAN 
nanofiber mat, the elongation at break was 
15±1, for the nanofiber mat with a hole it 
was 13±2 and for the nanofiber mat with 
a notch it was 15±1. The summary of the 
mechanical properties of the plain nanofi-
ber mat, the nanofiber mat with a hole, and 
the nanofiber mat with a notch is shown in 
Table 1.
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Fig. 2. Representative stress-strain curve of plain nanofiber mat, nanofiber mat with a hole, 
and nanofiber mat with a notch. 

Table 1. Summary of the Mechanical Properties of the Plain Nanofiber Mat, 
the Nanofiber Mat with a Hole, and the Nanofiber Mat with a Notch.

Specimen Thickness, 
t (µm)

Tensile Strength
σ at Break 

(MPa)

Young’s modulus, 
E (MPa)

Elongation 
at break,

ε at Break (%)

Plain nanofiber mat 154 ± 8 16.5 ± 2 570 ± 18 15 ± 1
Nanofiber mat with hole 154 ± 8 9.1 ± 1 357 ± 27  13 ± 2
Nanofiber mat with notch 154 ± 8 8.5 ± 1 368 ± 21 15 ± 1

Figure 3 shows the deformation behav-
iour of the PAN nanofiber mats with a notch 
and a hole under loading conditions. It is 

evident from the figure that only the undam-
aged nanofibers in the mat are subjected to 
the load, elongating until rupture.

Fig. 3. Deformation behaviour of nanofiber mats with a hole and a notch under load.
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	 The experimental results indicate 
a significant reduction in both the elastic 
modulus and the ultimate tensile strength, 
approximately halving in value. This sug-
gests that regardless of the presence of a 
notch or hole, the undamaged nanofibers 
within the nanofiber mat carry the load, 
elongating and eventually breaking, which 
was observed when the nanofibers were 
aligned in a single direction [16].

Given that all nanofibers on the mat are 
aligned in one loading direction, the material 
does not conform to traditional crack propa-
gation theories, where a crack grows lead-
ing to failure. Instead, when the fibres are 

aligned in a singular direction, all undam-
aged nanofibers collectively sustain the 
load until failure. This finding also implies 
that, when the mechanics are at the individ-
ual nanofiber level, it cannot be equated to 
a thin polymeric film, where crack growth 
is typically expected. When considering 
the mechanical and numerical behaviour 
of nanofiber mats at the microscale, it is 
imperative to treat nanofibers as separate 
entities that do not behave analogously to 
a film, particularly in the context of fracture 
and plasticity, while considering at the mac-
roscale when polymeric film is considered, 
it predicts elasticity very precisely [8], [17]. 

4. CONCLUSIONS

The research has comprehensively 
explored the deformation behaviour of ori-
entated polyacrylonitrile (PAN) nanofiber 
mats, with a particular focus on understand-
ing the impact of introduced defects such as 
notches and holes. The findings from this 
study are pivotal in elucidating the mechan-
ical properties and response characteristics 
of these nanofiber mats under stress condi-
tions.

It has been observed that the presence 
of holes or notches significantly influences 
the ultimate tensile strength and elastic 
modulus of the nanofiber mats. In particu-
lar, both of these mechanical parameters 
exhibited a marked reduction in defects in 
mats compared to plain mats. This reduc-
tion highlights the critical role of the struc-
tural integrity of the nanofiber network in 
determining the overall strength and flex-
ibility of the material. However, the elon-
gation at break remained relatively consis-
tent across all samples, suggesting that the 
deformation capacity of the nanofiber mats 
is largely unaffected by the presence of 
small-scale damage.

Furthermore, the research findings chal-
lenge conventional notions in polymer sci-
ence, particularly concerning crack propa-
gation and failure in polymeric films. Unlike 
traditional polymeric films, where cracks 
tend to propagate, leading to failure, orien-
tated PAN nanofiber mats demonstrated a 
different failure mechanism. In these mats, 
the undamaged nanofibers bear the load and 
elongate until rupture, indicating a unique 
interaction between the nanofibers within 
the mat. This behaviour underscores the 
need to consider each nanofiber as an indi-
vidual entity in mechanical assessments, 
especially when considering the fracture 
and plasticity properties of nanofiber mats.

In conclusion, this investigation into 
the deformation behaviour of PAN nano-
fiber mats contributes valuable knowledge 
to the field of material science, particularly 
for applications where mechanical resil-
ience and durability are paramount. The 
findings suggest potential for these mate-
rials in various high-demand applications, 
although further research is required to 
fully understand the long-term behaviour 
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and performance under diverse environ-
mental conditions. Ultimately, this study 
lays the groundwork for future exploration 
and exploitation of the unique properties of 

electrospun nanofiber mats, paving the way 
for innovative uses in various scientific and 
industrial domains.
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Polymeric foams are one of the most efficient thermal insulation materials because of 
the extra low thermal conductivity blowing agent gases trapped inside of the closed porous 
structures. Thermal conductivity is one of the most exclusive properties of foamed polyisocy-
anurate (PIR) materials. The blowing agent gases are selected based upon their characteristics 
of low thermal conductivity and slow diffusion rates through the foam polymers. The atmo-
spheric gases have a greater thermal conductivity and are typically much smaller molecules 
with much faster diffusion rates through the foam. PIR gains much of its thermal resistance 
value from the blowing agents, often a pentane gas mixture, which is trapped in the foam cells. 
Pentane isomers are commonly used in Europe in manufacturing rigid insulating polyurethane 
foams. Since the thermal conductivities of the pentanes (between 0.010 and 0.014 W/(m⋅K)) 
fall significantly below that of air, polyurethane insulation panels may achieve thermal con-
ductivity as low as 0.024 W/(m⋅K). This paper analyses results of the thermal conductivity 
study and measurements according to two different parameters: the initial value of thermal 
conductivity and the rate of aging, i.e., the rate of increase in thermal conductivity over time. 
The initial thermal conductivity value is influenced by the thermal conductivity of the gas 
inside the cell and the average diameter of the cell.

Keywords: Blowing agents, insulation materials, polyisocyanurate (PIR) materials, PIR 
aging, thermal conductivity. 
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1. INTRODUCTION

Energy efficient renovation of public 
and private buildings is an important part 
of the European Green Deal, and its key 
initiative is to significantly increase energy 
efficiency in real estate sector throughout 
the European Union (EU). As an element 
of the European Green Deal, the building 
renovation initiative aims at increasing 
energy performance and efficiency in up to 
35 million buildings by 2030, at least dou-
bling the annual rate of energy renovations 
in the EU [1].

Polyurethanes (PU), a diverse group 
of polymers with a wide range of applica-
tions as adhesives, coatings, elastomers, 
and foams [2], were invented in 1937 by 
the German scientists, who recognised 
that the polyaddition of liquid polyester 
or polyether diols with liquid diisocya-
nates yielded products that were superior 
to existing polyolefin plastics [3]. In 1954, 
the accidental introduction of water to the 
reaction mixture was shown to produce 
flexible foams. Later, this chemistry was 
modified to produce rigid foams and elas-
tomers. Today, several types of “polyols” 
and “polyisocyanates” are used to produce 
polyurethane materials that yield varying 
properties.

In 1967, the class of materials known 
as urethane modified polyisocyanurate 
(PIR) foams was introduced. These com-
pounds are essentially an improvement on 
PU insulations, offering improved thermal 
stability, flame resistance, chemical resis-
tance, and dimensional stability [4]. Dur-
ing PIR production, the polyol and poly-
isocyanate reaction takes place at higher 
temperatures when compared to PU pro-
duction. This allows for excess isocyanate 

to react with itself in what is called trimer-
ization, producing strong chains of isocy-
anurate crosslinks. These crosslinks are 
stronger than normal PU bonds. Therefore, 
they are more difficult to break, resulting 
in improved properties.

During the manufacture of PIR insula-
tion, the ratio of polyisocyanate to polyol 
(index) helps determine the final proper-
ties of the foam, and, therefore, plays a key 
role in determining the foam application. 
The low-index foam insulations exhibit 
behaviour closely resembling urethanes, 
since urethanes are produced at close to 
a 1/1 polyisocyanate/polyol ratio. As this 
ratio is increased, the trimerization reac-
tion occurs, and the improved properties 
associated with PIR insulations become 
evident  [5]. Although all these properties 
are important for certain applications, the 
improvements in dimensional stability, 
flame resistance, and thermal stability pro-
vide the biggest fundamental differences 
between PU and PIR foams [6], [7].

Polyisocyanurate insulations are pro-
duced in bunstock form, either continu-
ously or individually box poured. Because 
of better consistency, performance, and 
quality, PIR insulation produced via the 
continuous process is usually preferred. 
These large, rectangular buns are then 
fabricated into various shapes, including 
flat boards and pipe shells, which are typi-
cally 3 to 4 feet in length. These pipe shells 
are designed to fit directly over nominal 
pipe size (NPS) pipe and tubing. Com-
plex shapes can be fabricated to fit tightly 
around valves, fittings, and other equip-
ment.
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2. MATERIALS AND METHODS

The understanding of the cellular micro-
structure of foams is important for their ther-
mal and mechanical performance. In fact, 
the cell geometry and cell parameters can be 
used to study heat transfer and gas perme-
ability through analytical models. The earli-
est analysis of foam cellular microstructure 
using microscopic techniques was performed 
in the 1980s to observe the cellular structure 
of polyurethanes. The purpose of the imag-
ing was to develop an analytical model to 
predict the diffusion coefficients of polyure-

thane gasses during the foam aging [8]. 
The imaging of foams was also done to 

compare alternative blowing agents when 
CFCs were being phased out. Spray and 
laminated polyurethane foams prepared with 
various blowing agents were imaged using 
optical microscopy to perform their cellu-
lar characterisation. Samples were analysed 
to determine the distribution of cell areas, 
aspect ratio, cell wall thickness, and cell strut 
thickness.

Fig. 1. Scanning electron microscope imaging of PIR foam cells [9].

PIR is a  thermoset  polymeric mate-
rial that combines isocyanates and poly-
ols. The manufacturing process creates a 
cross-linking chemical reaction that results 
in a robust, rigid material that does not 

melt when heated. By comparison, a  ther-
moplastic material, such as polystyrene or 
polyethylene, will soften and become liquid 
on heating. 

Fig. 3. PIR board production process [10].
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PIR is mainly produced in the form of 
panels – coated panels are used in construc-
tion as thermal insulation of partitions; they 
can be used in refrigerators, fuel pipelines 
and elsewhere. PIR coatings are used to 
stabilise the thermal resistance of a prod-
uct and to slow down the drift of thermal 

conductivity. In the corners of the building 
where these products need to join, the coat-
ings can be arranged in the direction of heat 
flow, and heat transfer can be increased by 
thermal bridges formed in the corner of the 
building wall, which should be discussed 
further. 

Fig. 4. PIR facing types: (a) aluminium foil; (b) composite paper foil;
(c) multilayer aluminized facing; (d) bitumen facing.

2.1. Analysis of Heat Transfer through Materials

In porous foams, such as PIR, heat is 
transferred through a solid material by 
conductivity, through cells by radiation, 
conductivity and convection, which can be 
described by the following formula:

λ = λp + λg + λc + λr,                                                         (1)

where λp – thermal conductivity through solid; 
λg – thermal conductivity in gas;
λc – convection in cells;
λr – radiation through cell walls and cell itself.

When the cell size is small, heat trans-
fer by convection through the cells is negli-
gible, i.e., λc = 0.

In the production of PIR, many small, 
closed cells are formed, which means that 
the foaming agent evaporated during the 
foaming reaction fills these small cells as 
a gas. It is proposed that the total effec-
tive thermal conductivity of porous foam 
should have the following four inputs: 
thermal conductivity through solids, ther-
mal conductivity through gas, thermal 
convection in cells, and thermal radiation 
through the cell walls and through the cells 
themselves. Thermal conductivity of PUR 
foam is tended to increase during the first 
15 years after production, which is shown 
in Fig. 5.
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Fig. 5. Increase in thermal conductivity (W/m.K) of PUR foam 
during the first 15 years after production [11].

In addition to the diffusion, the blowing 
agent and the infusion of air, condensation 
affects the thermal conductivity of foams, 
as it creates the presence of a liquid phase 
and a reduction in the lowing pressure. 
Spray foams are prepared under high heat 
and high-pressure conditions. 

The high vapour pressure of the blow-
ing agent increases the total pressure inside 
the cell leading to expansion and initially 
prevents condensation risks. However, for 
closed cell foams, the following risks of 
condensation of the blowing agent result 
in an increase in the thermal conductivity. 
The impact of the condensation process on 
the thermal conductivity was described as 
a process that occurs in three regions: the 
first region is where the thermal conductiv-
ity decreases with the temperature up to the 
boiling point of the cell gas mixture; the 
second region is where the thermal conduc-
tivity increases as temperature decreases 
because the gaseous blowing agent con-
denses into its liquid phase; and the third 
region shows again a reducing thermal con-
ductivity with the decrease of temperature, 
coherently with the kinetic gas theory. 

Over time, when the blowing agents are 
absorbed into the solid polymer or escape 
from the material, the thermal conductivity 
of foams increases. The absorption of the 

blowing agents into the polymer cell wall is 
dictated by the Fick’s law, and depends on 
the effective diffusion constant, gas concen-
tration and time. In particular, the diffusion 
constant is dictated by the ratio of the gas 
permeation rate and solubility of the gas on 
the polymer surface.

When placed in the building envelope 
of each specific building, thermal insulat-
ing materials are exposed to temperature 
and humidity levels, and their actual ther-
mal performance differs from that predicted 
under standard laboratory conditions. 
Thermal conductivity is often reported to 
decrease at low temperatures, although this 
aspect is rarely considered. However, this 
is usually beneficial, as it increases heat 
savings. Although studies show that most 
fibrous insulation materials have a linear 
relationship between their thermal conduc-
tivity and operating temperature, for some 
foam materials this relationship is nonlinear 
and difficult to predict because they have 
shown increased thermal conductivity at 
low temperatures [12].

Over time, the thermal properties of 
polymeric materials deteriorate as atmo-
spheric gases rapidly penetrate the cells and 
expel foaming gases from them, causing the 
so-called aging. Finally, the foaming gas is 
replaced by air and the thermal efficiency 
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of the foam reaches a steady state, so only 
aged thermal conductivity values should be 
used [13]. 

The aging process takes place in two 
stages. During the first stage, the gas com-
position in the pores changes very rapidly 
due to diffusion. This stage of aging is 
called primary, and when atmospheric gas 
diffusion stops, the thermal conductivity 
changes more slowly and this stage is called 
secondary. 

The thermal conductivity dependence 
on temperature is close to linear for most 

of insulation materials: it increases with 
increasing material temperature; however, 
the thermal conductivity of polyisocyan-
urate (PIR) thermal insulation material 
increases in the lower temperature range. 
The thermal conductivity of PIR also 
increases over the aging process, especially 
during the later service life, which is not 
covered by the standard aging procedures 
used to determine the declared thermal con-
ductivity coefficient values for this material 
[14].

Fig. 6. Thermal conductivity dependence on temperature of thermal insulation materials [15].

2.2. Analysis of Standards for Determining Thermal Properties 
of Materials and Practical Measurements in the Laboratory

The main standard for rigid polyure-
thane foam (PUR/PIR) products is EN 
13165:2012+A2:2016 [16], and the aged 
value can be determined in one of two ways 
according to this standard:
•	 the first is the thermal conductivity 

measured after 175 days of aging at 
70 °C, with the addition of safety factor, 
which depends on the type of coating, 
the blowing agent of 1the foam and the 
thickness of the product. The safety fac-
tor may be adjusted based on a compari-

son between the aged values at 23  °C 
and 70 °C; 

•	 the second is the thermal conductivity 
measured after 21 days of exposure at 
70 °C with addition of a fixed incre-
ment. Fixed increment depends mainly 
on the type of coating and is different 
for different blowing agents.

The results of thermal conductivity 
measurements are analysed according to 
two different parameters: the initial value of 
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thermal conductivity and the rate of aging, 
i.e., the rate of increase of thermal conduc-
tivity over time. The initial thermal con-
ductivity value is influenced by the thermal 
conductivity of the gas inside the cell and 
the average diameter of the cell.

Aging procedures are performed dif-
ferently depending on the standard used. 
According to the North American standard, 
accelerated aging is performed by cutting 
the product into thin slices, and according 
to the standard used in Europe, aging is per-
formed by cutting a thin sample from the 
core of the product. There are some limi-
tations in both standards: with increasing 

temperature, the diffusion coefficients of 
all the different gases involved in the aging 
process do not change at the same rate and 
slicing does not consider the density of the 
PIR board, and the initial thermal conduc-
tivity is greatly influenced by cell filling gas 
composition and cell diameter. 

When the temperature drops below 
the condensation point of the foaming gas, 
condensate forms in the cells and the value 
of the thermal conductivity coefficient 
increase due to the higher conductivity of 
the liquid phase compared to the gas phase 
of the foaming gas.

Fig. 7. Changes in thermal conductivity dependence on thickness and aging temperature.

The increase in thermal conductivity 
is mainly influenced by the samples stored 
at +70 °C. For 30  mm thick samples this 
change was on average 13 %, for 50 mm – 
about 9 %. Changes in thermal conductiv-
ity of samples stored at negative tempera-
ture were insignificant. This shows that at 
negative temperatures, the diffusion of the 
foaming gas takes place very slowly and 
does not change the composition of the gas 
to such an extent as to affect the changes in 
the value of thermal conductivity. For both 
thicknesses studied, an increase in the ther-
mal conductivity of all types of specimens 
was recorded, especially in thinner speci-
mens with removed facings. The thermal 

conductivity of the thicker, covered from 
all sides specimens increased slightly com-
pared to the specimens with the factory-
made facing, and was lower than that of the 
specimens with the facings removed. This 
confirms the influence of the compacted 
surface layers on the reduced gas diffu-
sion intensity. The differences in thermal 
conductivity obtained are likely to be more 
related to the structure of the samples or 
their facings than to the effects of diffusion 
of the foaming gas. In the case of negative 
temperatures, neither the facing nor the neg-
ative temperature has virtually any effect on 
the changes in thermal conductivity. 
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3. RESULTS

3.1. Analysis of the Use of Materials in Building Projects

A study was conducted to evaluate 
the extent to which facings can affect heat 
transfer through partitions, especially when 
the facing is made of aluminium foil. The 
construction of a ventilated wall used for 
numerical modelling is shown in Fig. 7. 
The thicknesses and thermal properties of 
the components making up the structure 
are given in Table 1. The heat transfer coef-
ficient of the linear thermal bridge of the 
modelled wall of the building was com-
pared with the joint of the same wall cor-
ner insulated with PIR without facings and 
adhesive between two boards in the corner 
joint. The increase in heat flow through 
a wall corner of 1 metre due to the influ-
ence of the facings was calculated using the 
given equation presented in the standard 

EN ISO 10211:2017 [17]:

	  (2)

where
L2D – specific heat losses of the longitudinal 
thermal bridge, determined by calculating 
the two-dimensional temperature field for 
the component that separates two environ-
ments (inside and outside), W/(m·K); 
Uj – the heat transfer coefficient calculated 
in the one-dimensional temperature field for 
component i, which separates the two envi-
ronments, W/(m2·K); 
lj – the length of the two-dimensional geo-
metric module for which the value of the 
heat transfer coefficient Uj is calculated, m; 
Nj – 1D number of components.

         

Fig. 8. Wall corner fragment (drawing and thermal imaging): 
1 – plaster, 2 – aerated concrete block masonry, 3 – PU adhesive, 4 – PIR thermal insulation, 

5 – PIR facing (see Table 1) (all dimensions are in millimetres).
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Table 1. Materials of Wall Construction

No. Material Thickness, mm Declared thermal conductivity λ, W/(m·K)
1 Plaster 10 0,9
2 Aerated concrete block masonry 200 0.13
3 PU adhesive ≤10 0.04

4

PIR board with facing: 100 0.022
a) Aluminium foil 100 μm 211

b) Aluminised multilayer facing 155 μm 0.125
c) Composite paper facing 132 μm 0.066

d) Plastic facing 103 μm 0.125

The value of the thermal bridge when 
using PIR with an aluminised multilayer, 
composite paper or plastic facing was the 
same. It was observed that wall corners 
with PIR without facings and with facings 
other than aluminium foil had the same val-
ues ​​for thermal bridges, so it was not neces-
sary to evaluate PIR facings if it was not 
aluminium foil. Another modelled wall cor-
ner structure was insulated with PIR with a 
removed aluminium foil facing in the joint 
between the boards and using a polyure-
thane adhesive in the joint. The difference 
in heat flow between these two structures 
can be of little significance. For compari-
son, another simulation was performed 

when the PIR is unfaced and without adhe-
sive in the joint. The difference in heat flow 
between the two options means that without 
the use of glue in the joint, the heat flow 
through the corner of the wall is increased. 
To reduce the heat flux to the outside that 
increases through the aluminium foil facing 
at the PIR connection, the facings on this 
connection must be removed. In this case, 
the difference in heat flow between the PIR 
with the aluminium foil facing removed in 
the joint and the adhesive in the joint, and 
PIR without the facing and without the 
adhesive in the joint is nine times smaller 
than the structures shown in Fig. 8. 

Fig. 9. Heat flux in wall corners with different facings of PIR.
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After determining the possible changes 
in the thermal conductivity of PIR in com-
parison with the standard value of thermal 
conductivity, the effect of these differences 
on the heat transfer of the selected wall was 
analysed. The selected conditions and the 
calculation results showed that the thermal 
conductivity of the PIR determined using 
the standard procedure met the conditions 
for the calculation of the seasonal heat loss 
and cooling energy loss of the building. 

When calculating the heat loss of a building 
in the coldest months of the year, a lower 
thermal conductivity of 0.002 can be used, 
which would give about 8 % less heat loss 
through the specified enclosure. A higher 
value of 0.002 should be used to calculate 
energy losses in refrigerator buildings, 
which would reduce the estimated annual 
energy consumption for refrigeration but 
would not have a significant impact on 
actual energy consumption. 

Fig. 10. A fragment of the wall of a nearly-zero energy building.

Table 2. Dependence of Wall Heat Transfer Changes on PIR Thermal Conductivity Changes

Exterior 
temp., °C

Interior 
temp., °C

Mean temp of 
PIR., °C

Purpose of 
calculation

Thermal conductivity
Heat transfer. 
U, W/(m2·K)Method of deter-

mination
λ,

W/(m·K)

0 +20 +10 Heating Declared 0.022 0.120

0 +20 +10 Heating Heat flow meter, 
+ 10 °C 0.021 0.116

+30 +20 +25 Cooling Heat flow meter, 
extrapolated 0.022 0.120

-10 +20 +5 Heating, the 
coldest month “Hot box” 0.020 0.111

-5 -15 -10 Freezing “Hot box”, 
extrapolated 0.024 0.129
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3.2. The Use of PIR Panels to Increase the Tightness of the Building

When installing a pitched roof or a 
frame wall, mineral wool is often used, 
which is sandwiched between the rafters. In 
such a structure, it is necessary to install a 
vapour insulating layer from the inside. By 

using a single layer of FF-PIR insulation 
from the inside, it is possible not only to 
form a tight and reliable vapour barrier, but 
also to additionally insulate the structure.

Fig. 11. Thermal insulation of ceiling and roof for improved air tightness [18].

Sandwich panels are manufactured in a 
wide range of thickness, with different ther-
mal insulation cores, panel joints and profil-
ing of the steel facings, all of which have 
a significant influence on the performance 
characteristics and the appearance of the 
structure.

Sandwich panels with polyisocyanurate 
foam (PIR) core are particularly suitable for 
the structures with very high thermal per-
formance and fire safety requirements, as 
well as for the structures with the risk of 
water condensation in the thermal insula-
tion [19]. 

Fig. 12. Sandwich panels with polyisocyanurate foam (PIR) core [20].
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4. CONCLUSIONS

1.	 The use of PIR products in negative 
temperature environments does not 
change their thermal conductivity mea-
sured under standard conditions, but 
specimens measured at low medium 
temperatures may increase the ther-
mal conductivity by up to 20 % due to 
changes in blowing gas state: gas con-
denses, the distance between the mol-
ecules decreases; they form compounds 
which increase heat transfer between 
the surfaces of the material cells.

2.	 The largest increase in thermal con-
ductivity of PIR products (~15 %) was 
found after their conditioning at +70 °C, 
when conditions are created for inten-
sive diffusion of blowing gases. The 
thermal conductivity of the specimens 
with factory-made facings changed the 
least, and that of the thin specimens the 
most.

3.	 The standard procedure for determining 
the declared thermal conductivity of PIR 
when a specimen is cut from the core 
of a product does not meet the condi-
tions for use of products with diffusion-
proof facings and needs to be adjusted. 
The thermal conductivity of specimens 
aged in a high temperature environment 
after removal of their facings changes 
by more than 8 % compared to samples 
faced with factory-made facings. Sub-
sequently, diffusion-proof films applied 
to the open sides of the specimen do not 
reduce the changes in thermal conduc-
tivity after aging, as they do not form 
such a barrier to the diffusion of blow-
ing gases as the factory-made facings.

4.	 Numerical modelling and experimental 
measurements of wall corner joints insu-
lated with PIR thermal insulation with 
contacting aluminium facing show that 

the increase of heat flow through the joint 
of walls with U value of 0.15 W/(m2·K) 
compared to continuous PIR insulation 
is 0.72 W/m wall height, which increases 
the heat loss of a medium-sized (up to 
150 m²) single-family home by 30–40 
kWh per year.

5.	 The accuracy of the measurement of 
the thermal conductivity of PIR prod-
ucts by the heat flow meter method 
depends on the difference between the 
average ambient temperatures of the 
specimen and the measuring device. 
With a very low thermal conductivity 
of the material, a small heat flux is gen-
erated during the measurement, which 
can be distorted due to the lateral heat 
exchange between the environment, the 
specimen, and the measurement plates. 
When measuring the thermal conduc-
tivity of the specimens in a “hot box” 
with additional one or two heat flow 
sensors, the measurement accuracy can 
be increased by up to 5 % compared to 
the heat flow meter method.

6.	 The results of this research show that the 
changes in PIR are significantly smaller 
than those described in the results of 
previous studies. The decreasing effect 
of temperature on the thermal conduc-
tivity of PIR products can be explained 
by the continuous improvement of the 
material: by reducing the cell size, 
increasing the number of closed cells, 
the gas volume is further decomposed, 
reducing the effect of blowing gas con-
densation on heat transfer between cell 
surfaces and throughout the specimen.

7.	 When calculating the heat loss of a 
building in the coldest months of the 
year, it is recommended to use a revised 
value, i.e., 0.002 W/(m·K) lower ther-
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mal conductivity, which would give up 
to 8 % lower heat loss through the ther-
mal insulation layer of the partition. A 
value higher than 0.002 W/(m·K) than 
the declared thermal conductivity of 
PIR products may be used to calculate 
energy losses in refrigerator buildings; 
this would reduce the estimated annual 

energy consumption for refrigeration 
but would not have a significant impact 
on actual energy consumption, as heat 
flow through the enclosures of refrig-
erator buildings to the environment is 
significantly lower during periods of 
low outdoor temperatures.
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The integration of nanomaterials, particularly carbon nanotubes (CNTs), into polymer 
matrices has enabled the development of advanced functional materials. The research investi-
gates the potential of high-density polyethylene (HDPE) reinforced with multi-walled carbon 
nanotubes (MWCNTs) as a strain-sensing material. MWCNT loadings of 0.1 wt%, 0.5 wt%, 
and 1.0 wt% are investigated.  The study examines the correlation between applied strain and 
the resulting change in electrical conductivity of the nanocomposite, encompassing material 
preparation, characterisation, and performance evaluation. The results demonstrate the feasi-
bility of MWCNT/HDPE nanocomposites as sensitive and reproducible strain sensors, exhib-
iting a clear piezoresistive response.

Keywords: Carbon nanotube, degree of electrical recovery, electrical conductivity, HDPE, 
nanocomposite, piezoresistivity, polymer, relaxation time, strain sensing. 

1. INTRODUCTION

Strain sensors are essential compo-
nents in a wide range of applications, from 
structural health monitoring to biomedical 
devices. Conventional strain sensors, while 
effective, often require external power and 
signal acquisition systems, limiting their 
utility in embedded or remote sensing sce-
narios [1]. Optical fibre sensors, capable of 
embedded measurements, are often cost-
prohibitive [2].  Nanomaterials, especially 
carbon nanotubes (CNTs), present a prom-

ising alternative for developing next-gener-
ation strain sensors due to their unique elec-
tromechanical properties [3], [5]–[7]. CNTs 
exhibit a change in electrical conductivity 
upon mechanical deformation, a phenom-
enon known as piezo resistivity, which can 
be exploited for strain sensing. This study 
investigates the strain sensing capabilities of 
MWCNT/HDPE nanocomposites, focusing 
on the relationship between applied strain 
and electrical conductivity, reproducibility, 
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and electrical recovery behaviour. A clear 
piezoresistive response in the fabricated 
nanocomposites was demonstrated, sug-

gesting their potential for strain sensing 
applications.

2. EXPERIMENTAL DETAILS

2.1. Materials

MWCNTs (95  % purity, 20–50 μm 
length, 10–20 nm diameter) were purchased 
from the Chengdu Institute of Organic 
Chemistry, Chinese Academy of Sciences. 

HDPE (0.98 g/cm³ density, 4.0 g/min melt 
flow index (MFI)) was obtained from Exx-
onMobil Corporation, UK. Materials were 
used as received.

2.2. Nanocomposite Preparation

MWCNTs were dispersed within the 
HDPE matrix using a patented two-step 
method [8], [9]. This technique coats 
individual HDPE powder particles with 
MWCNTs, ensuring uniform dispersion and 
minimising agglomeration without altering 
the polymer’s morphology. In the first step, 
MWCNTs were dispersed in deionized 
water using sonication to form a stable sus-
pension. This suspension was then mixed 
with HDPE powder. In the second step, 
the mixture was heated to 80 °C, softening 

the HDPE particle surfaces and allowing 
the MWCNTs to adhere. This method 
promotes uniform MWCNT distribution 
by anchoring them to the HDPE particles 
before melt processing, thereby minimising 
agglomeration and maximising interfacial 
interaction. Nanocomposites with 0.1 wt%, 
0.5 wt%, and 1.0 wt% MWCNT loadings 
were prepared. The mixtures were then hot-
pressed at 135 °C and 18 tonnes of pressure 
to form rectangular sheets (100 mm x 
15 mm x 5 mm).

2.3. Morphological Characterisation

The morphology and dispersion of 
MWCNTs within the HDPE matrix were 
analysed using field emission gun scanning 
electron microscopy (FEGSEM) (LEO 

1530VP) at 5 kV. Samples were fractured to 
expose the internal structure and minimise 
deformation artefacts during sample prepa-
ration.

2.4. Electrical Conductivity Measurements

Electrical resistance measurements for 
(100 mm x 15 mm x 5 mm) samples were 
performed at room temperature using a 
three-point bending rig (W.E.S. Plastics 

Pty Ltd.). Controlled forces (9.8N, 19.6N, 
29.4N, and 39.2N) were applied, and the 
corresponding deformation and resistance 
were recorded. Loading and unloading 
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cycles were repeated to assess reproduc-
ibility. Electrical recovery was investigated 
by monitoring resistance after unloading 

for extended periods (2 days) to determine 
the degree of recovery at various relaxation 
times.

3. RESULTS AND DISCUSSION

3.1. Morphology

SEM images (Figs. 1–3) revealed the 
morphology of HDPE and MWCNT pow-
ders and the dispersion of MWCNTs within 
the HDPE matrix. The patented dispersion 
process resulted in a uniform distribution 
of MWCNTs on the HDPE surface, mini-
mising agglomeration. Increasing MWCNT 

content led to denser network formation, 
which is crucial for electrical conductivity. 
While some agglomerates were observed, 
they potentially contributed to the forma-
tion of conductive networks during hot-
pressing [12].

Fig. 1. SEM images of HDPE and MWCNT powder micrographs [10].
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Fig. 2. SEM images of (a) 0.1 wt.% MWCNT/HDPE nanocomposite powders; (b) 0.5 wt.% MWCNT/HDPE 
nanocomposite powders; (c) 1.0 wt.% MWCNT/HDPE nanocomposite powders [10].
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Fig. 3. SEM images of surfaces fracture of (a) 0.1 wt.% MWCNT/HDPE nanocomposite sheet; (b) 0.5 wt.% 
MWCNT/HDPE nanocomposite sheet; (c) 1.0 wt.% MWCNT/HDPE nanocomposite sheet [10].
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3.2. Conductivity of MWCNT/HDPE Sheets
The initial electrical resistance decreased 

significantly with increasing MWCNT con-
tent (Table 1), indicating the formation of 
percolating conductive networks. The rela-
tionship between MWCNT content and elec-
trical resistance is clearly shown in Table 1. 
While the precise percolation threshold was 

difficult to determine with the limited data 
points, the trend suggested that the 1.0 wt% 
MWCNT nanocomposite was closer to the 
percolation threshold, exhibiting the lowest 
resistance. This observation aligns with pre-
vious studies showing enhanced electrical 
stability near the percolation threshold [14].

Table 1. The Initial Electrical Resistances of MWCNT/HDPE Nanocomposites

Weight fraction of MWCNTs in each sample Average electrical resistance (kΩ)
0.1 wt.% 1057
0.5 wt.% 149
1.0 wt.% 13.3

3.3. Deformation-Dependent Electrical Conductivity
The electrical resistance of the nano-

composites increased linearly with applied 
force and deformation (Fig. 4 and Table 2). 
This piezoresistive behaviour arises from 
the disruption of the conductive MWCNT 

network as the inter-tube distances increase 
under tensile strain [15], [16]. The 5 mm 
sample thickness might have limited the 
sensitivity to smaller deformations.

Table 2. Results of the Applied Forces, Deformations and Resistance 
for the 0.5 wt.% MWCNT/HDPE Nanocomposite

Applied force (N) Deformation (mm) Resistance (kΩ)
0 0 136.44

9.8 0.37 136.50
19.6 0.82 136.56
29.4 1.28 136.66
39.2 1.81 136.93

Fig. 4. Plot of applied force and resistance versus deformation for 0.5 wt.% MWCNT/HDPE.
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The piezoresistive behaviour during 
cyclic loading and unloading is shown in 
Fig. 5.  Applying a 4 kg load to both 0.5 
wt% and 1.0 wt% MWCNT/HDPE samples 
resulted in an increase in electrical resis-
tance, corresponding to the deformation 
(strain) of the material. This is attributed to 
the disruption of the conductive MWCNT 
network as the material stretches, increas-
ing the inter-tube distances. Upon unload-
ing, the resistance decreased, but did not 
fully return to its initial value, indicating 
incomplete recovery of the conductive 
network. Furthermore, subsequent loading 
cycles exhibited a progressively higher ini-

tial resistance, suggesting cumulative and 
irreversible changes within the MWCNT 
network due to repeated loading. Figure 5 
illustrates this behaviour for the 0.5 wt% 
MWCNT/HDPE nanocomposite. This par-
tially irreversible change in resistance with 
deformation highlights the material’s poten-
tial for strain sensing applications, although 
the hysteresis effect should be considered 
for accurate measurements. Further inves-
tigation into the microstructural changes 
occurring within the MWCNT network dur-
ing these loading cycles could provide valu-
able insights into this behaviour. 

Fig. 5.  Plot of resistance versus deformation for 0.5 wt.% and 
1.0wt% MWCNT/HDPE nanocomposite.
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3.4. Electrical Recovery Behaviour

3.41. Electrical Recovery and Viscoelasticity

Upon unloading, the electrical resis-
tance of both nanocomposites did not fully 
return to its initial value after two days of 
relaxation (Fig. 5). This incomplete recov-
ery is attributed to the viscoelastic nature of 
the HDPE matrix [17]. The polymer chains 
require time to relax back to their original 
configuration after deformation. This time-
dependent recovery can be described using 
the Voigt-Kelvin model [17], which can be 
described using Eq. (1): 

	  (1)

where  R(t) is the resistance as a function of 
time, Rm(ε) is the unrecoverable resistance 
at strain ε, Rd is the change in resistance 
due to deformation, t is time, and τ is a time 
constant at the given strain.

The initial resistance for the second 
loading cycle was lower than the final resis-
tance of the first unloading cycle, indicating 
partial recovery during the two-day relax-
ation period.

3.42. Reproducibility and Degree of Electrical Recovery

Electrical resistance did not immedi-
ately return to its initial value, demonstrat-
ing a viscoelastic response of the polymer 

matrix [17], [18]. The degree of electrical 
recovery was calculated (Tables 3 and 4) 
using Eq. (2):

 (2)
                                                             

where Rinitial is the initial resistance of the material before any load or deformation is applied; 
Rloaded is the resistance of the material at the point of maximum deformation or load; Rfinal is 
resistance of the material after a specific relaxation time.

It was observed that the 1.0 wt% 
MWCNT nanocomposite exhibited better 
reproducibility during loading/unloading 
cycles. The incomplete recovery is attrib-
uted to the time-dependent relaxation of 

polymer chains [17]. The relaxation time 
significantly impacts the calculated degree 
of electrical recovery. Tables 3 and 4 pres-
ent the degree of electrical recovery in two 
cycles.

Table 3. Degree of the Electrical Recovery at Each Deformation for the 0.5 wt.% MWCNT/HDPE Nanocomposite
First relaxation cycle Second relaxation cycle

Deformation (mm) Degree of electrical 
recovery (%) Deformation (mm) Degree of electrical 

recovery (%)
0.718 99.95 0.550 99.95
0.913 99.94 0.720 99.95
1.013 99.93 0.860 99.96
1.111 99.92 0.890 99.95
1.183 99.92 0.940 99.95
1.233 99.93 0.960 99.96
1.268 99.93 1.010 99.95
1.308 99.94 1.040 99.95
1.338 99.95 1.055 99.95
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Table 4.  Degree of the Electrical Recovery at Each Deformation for the 1.0 wt.% MWCNT/HDPE Nanocomposite
First relaxation cycle Second relaxation cycle

Deformation (mm) Degree of electrical 
recovery (%) Deformation (mm) Degree of electrical 

recovery (%)
0.540 99.97 0.490 99.97
0.780 99.97 0.700 99.98
0.870 99.96 0.770 99.98
0.950 99.96 0.830 99.98
1.000 99.96 0.860 99.98
1.040 99.96 0.890 99.98
1.070 99.96 0.910 99.98
1.110 99.97 0.930 99.99
1.130 99.97 0.940 99.99
1.140 99.98 0.960 99.99

After two loading/unloading cycles, the 
degree of electrical recovery for both 0.5 
wt% and 1.0 wt% MWCNT nanocompos-
ites was approximately 99.76  %. Tables 3 
and 4 present the degree of electrical recov-
ery at various deformation levels for both 
nanocomposites. The second relaxation 
period showed a higher degree of recovery 
at each deformation level compared to the 
first, suggesting improved reproducibility 
with subsequent cycles. This is consistent 
with the smaller resistance gaps observed 
between loading and unloading in the sec-
ond cycle.

The 1.0 wt% MWCNT nanocomposite 
exhibited smaller deformations and higher 
degrees of electrical recovery at each defor-
mation level compared to the 0.5 wt% 
nanocomposite. While the ultimate recov-
ery after two days was similar for both, the 
1.0 wt% nanocomposite demonstrated bet-
ter reproducibility throughout the loading/
unloading cycles. This enhanced perfor-
mance is likely due to the denser conduc-
tive network formed by higher MWCNT 
concentration that facilitates more efficient 
recovery of conductive pathways upon 
unloading [18].

4. CONCLUSION

This study has demonstrated the poten-
tial of MWCNT/HDPE nanocomposites as 
strain sensors. The nanocomposites exhibit 
a clear and reproducible piezoresistive 
response, with electrical resistance increas-
ing linearly with applied strain. 

The patented dispersion process ensures 
relatively uniform MWCNT distribu-
tion, enhancing performance and stability. 
Future research should focus on optimising 
MWCNT concentration, sample geometry, 
and testing parameters to tailor sensor sen-
sitivity and response time. Investigating 

long-term durability and performance under 
cyclic loading is crucial for practical appli-
cations.  The degree of electrical recovery 
was found to be dependent on the relaxation 
time, highlighting the importance of care-
fully considering and reporting this param-
eter in strain sensing applications. 

Further studies are needed to fully 
understand the viscoelastic behaviour and 
optimise the recovery characteristics of 
these nanocomposites for strain sensing 
applications.
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The integration of photovoltaic (PV) energy sources with reverse osmosis (RO) desalina-
tion systems has gained considerable attention due to its potential to provide sustainable and 
environmentally friendly solutions for freshwater production. The novelty of this paper lies in 
using data science to generate the maximum optimisation in PV-RO systems. PV panels gen-
erate electricity, which is used to power the RO process, converting saline water into potable 
water. However, the intermittent nature of solar energy poses a significant challenge for main-
taining stable and efficient operations. This paper also examines a new control algorithm using 
Fuzzy Logic Type2 with Artificial Neural Network for PV-RO desalination systems without 
the use of batteries.

Keywords: Energy storage, desalination systems, fuzzy-logic, MPPT, PV, reverse osmosis. 

1. INTRODUCTION

As it is known, the integration of PV 
and RO technologies for desalination offers 
a sustainable solution to address freshwater 
scarcity. Researchers have made significant 
progress in developing control algorithms 
to enhance the performance of PV-RO 
systems, with a growing emphasis on bat-
tery-free operation and advanced control 

strategies. However, there is still room for 
improvement, particularly in addressing 
system challenges and optimising energy 
utilisation. Further research in this area is 
essential to advance the practical imple-
mentation of PV-RO desalination systems 
without batteries. 

PV-RO desalination systems have been 
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investigated as a promising solution for 
remote areas with limited access to grid 
electricity and freshwater resources [1]. 
Some early research focused on simple con-
trol strategies such as on-off control of the 
RO system based on the availability of solar 
energy [2]. Later studies explored more 
advanced control algorithms, including 
maximum power point tracking (MPPT) 
techniques to optimise energy utilization 
[3]. Several studies have emphasised the 
advantages of battery-free PV-RO systems 
to reduce cost, environmental impact, and 
maintenance requirements [4]. Researchers 
have proposed various strategies to adapt 
the RO process to match the variable power 
output of PV panels, ensuring continu-
ous operation without energy storage [5]. 

Recent advancements in predictive control 
and machine learning have been applied to 
PV-RO desalination systems. These tech-
niques enable the prediction of solar irradi-
ance and water demand, allowing for proac-
tive control adjustments [6].

Challenges in optimising control algo-
rithms for PV-RO systems without batter-
ies include system stability, response time, 
and efficiency under varying conditions [7]. 
Future research should focus on develop-
ing adaptive and robust control algorithms 
that can handle uncertainty in solar energy 
availability and water demand. The present 
research aims at developing and evaluating 
a control algorithm for a PV-RO desalina-
tion system shown in Fig. 1.

Fig. 1. Schematic of the PV-RO desalination system.

Table 1. Experimental Data for PV-RO System Performance

Time (hours) Solar Radiation (kW/m²) PV Output Power (kW) Water Production (m³/h)
08:00 AM 0.5 2.3 1.8
09:00 AM 0.7 3.1 2.2
10:00 AM 1.2 4.5 3.0
11:00 AM 1.5 6.2 4.1
12:00 PM 1.8 7.8 5.0
01:00 PM 1.6 6.9 4.5
02:00 PM 1.4 5.8 3.8
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Figure 1 illustrates the basic schematic 
of the PV-RO desalination system. Table 1 
represents measurements of solar radiation, 

PV output power, and water production at 
different times throughout the day

2. METHODOLOGY

2.1. System Description

Generally solar power generation con-
sists of a PV array, a dc-dc converter and 
an inverter [8]. Maximum power is trapped 
using a boost converter to which fuzzy 
logic control is applied. The boost converter 
is used to boost the low voltage of solar 
photovoltaic array. The classical inverter 
gives output voltage lower than the dc link 
voltage; as a result, the size of output trans-

former is increased. Therefore, the overall 
cost of the system increases and efficiency 
decreases. The study proposes a new volt-
age source inverter called boost inverter [9], 
[10] which naturally generates an output 
AC voltage larger than input voltage. Block 
diagram of the proposed system is shown 
in Fig. 2.

2.2. Data Collection

Solar Radiation Data: Solar radiation 
data was collected using a solar radiation 
sensor or weather station. Solar radiation 
values were recorded at regular intervals 
(e.g., every 15 minutes) throughout the 
study period. It was ensured that the data 
covered a significant duration to capture 
daily and seasonal variations. PV Panel 
Output: The electrical output of the PV pan-

els was measured using current and voltage 
sensors. The generated power was recorded 
at the same intervals as the solar radiation 
data. Water Production: The water produc-
tion of the RO desalination system was 
monitored. The flow rate and salinity levels 
of the inlet and outlet water were measured 
continuously.

2.3. Control Algorithm Development

The existing control algorithms were 
identified for PV-RO desalination systems, 
and their strengths and weaknesses were 
analysed. Algorithm Design: An adaptive 
control algorithm tailored to a PV-RO sys-
tem was designed. Factors such as solar 
energy input, water demand, and sys-
tem dynamics were considered [11]. The 

algorithm should optimise energy utilisa-
tion and maintain water quality. Software 
Development: The control algorithm was 
implemented in suitable programming lan-
guages or software tools. Interface with the 
PV panels, inverters, and the RO system 
was ensured for real-time control [12].

2.4. Experimentation

Experiments were conducted under 
varying conditions to assess the algorithm 

performance, such as changes in solar radi-
ation, water demand, and salinity levels.
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2.5. Data Analysis

Performance Metrics: Relevant perfor-
mance metrics, including energy efficiency, 
system stability, water production rate, and 
water quality metrics (e.g., salinity reduc-

tion) were calculated. Comparison: The 
performance of the developed control algo-
rithm with other control strategies, such as 
on-off control and MPPT, was compared.

2.6. Validation

Statistical Analysis: Statistical tests 
were performed to validate the significance 
of the observed differences in performance 
metrics between the control algorithm and 

other strategies. Sensitivity Analysis: The 
algorithm’s sensitivity to variations in solar 
energy availability and water demand was 
assessed [13].

3. THE PROPOSED CONTROL ALGORITHM

Data Collection and Pre-processing: 
Before developing the control algorithm, 
gather historical data on solar radiation, PV 
panel output, water demand, and water qual-
ity metrics. Pre-process the data to remove 
outliers and ensure it is suitable for training 
an ANN. Fuzzy Logic Type 2 Controller:

a) Fuzzy Inference System Design: 

Define linguistic variables: Create lin-
guistic variables representing input param-
eters like solar radiation and water demand, 
and output variables like pump speed or 
valve position [14].

Membership functions: Design mem-
bership functions for each linguistic vari-
able, including Type 2 membership func-
tions to handle uncertainty.

Fuzzy rules: Establish a set of fuzzy 
rules to map inputs to outputs. For instance, 
if solar radiation is “high” and water 
demand is “low”, then the control output 
could be “increase pump speed” [15].

Fuzzy inference: Implement a Type 2 
fuzzy inference system that takes uncertain 
input values and generates Type 2 fuzzy 
output sets.

b) Fuzzy Type 2 Inference Process:

In Type 2 fuzzy logic, we will work 
with fuzzy intervals instead of crisp values. 
Consider using appropriate mathematical 
tools or software libraries (e.g., MATLAB’s 
Fuzzy Logic Toolbox) for handling Type 2 
fuzzy logic computations.

Artificial Neural Network (ANN) Controller:
Neural Network Architecture: Choose 

an appropriate neural network architecture. 
For time-series data like solar radiation 
and water demand, recurrent neural net-
works (RNNs) or long short-term memory 
(LSTM) networks may be suitable. Define 
the number of input neurons (e.g., solar 
radiation, water demand), hidden layers, 
and output neurons (e.g., control output).

Setup:
•	 Split the data into training and valida-

tion sets.
•	 Train the neural network using back-

propagation or more advanced training 
techniques like Adam optimisation.

•	 Monitor and validate the neural net-
work performance using the validation 
dataset.
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Integration of FL2 and ANN Control-
lers: Now combine the outputs of the Fuzzy 
Logic Type 2 controller and the ANN con-
troller. It is possible to use a weighted aver-
age or another fusion method to determine 
the final control output. The weights can be 
adjusted based on the confidence or reliabil-
ity of each controller.

Implementation and Testing: Imple-
ment the integrated control algorithm in 
your PV-RO desalination system. Continu-
ously monitor the system’s performance 
under varying conditions to fine-tune the 
algorithm and ensure it meets your control 
objectives.

Evaluation: Evaluate the control algo-
rithm’s performance by comparing it to 
other control strategies, such as conven-
tional control, MPPT, or solely Fuzzy Type 
2 control. Assess performance metrics such 
as energy efficiency, system stability, water 
production rate, and water quality.

Proposed Control Algorithm:
To control the pump speed in the 

PV-RO desalination system, optimise water 
production while maintaining water qual-
ity under varying solar radiation and water 
demand conditions.

Data Collection and Pre-processing:
Gather historical data for solar radiation 

(SR), water demand (WD), PV panel out-
put (PV), water quality metrics (WQ), and 
pump speed (PS).

Fuzzy Logic Type 2 Controller:
In this example, we will focus on con-

trolling pump speed using FL2. The linguis-
tic variables and fuzzy rules might look like 
this: Linguistic Variables:
•	 SR (Solar Radiation): Low, Medium, 

High;

•	 WD (Water Demand): Low, Medium, 
High;

•	 PS (Pump Speed): Slow, Medium, Fast 
(with Type 2 membership functions).

•	 Fuzzy Rules:

IF SR is Low AND WD is Low THEN PS 
is Slow
IF SR is Low AND WD is Medium THEN 
PS is Medium
IF SR is Low AND WD is High THEN PS 
is Medium
IF SR is Medium AND WD is Low THEN 
PS is Medium
IF SR is Medium AND WD is Medium 
THEN PS is Fast
IF SR is Medium AND WD is High THEN 
PS is Fast
IF SR is High AND WD is Low THEN PS 
is Medium
IF SR is High AND WD is Medium THEN 
PS is Fast
IF SR is High AND WD is High THEN PS 
is Fast

Artificial Neural Network (ANN) Controller:
Train an ANN with two input neurons 

(SR and WD): one hidden layer and one 
output neuron (PS) using historical data. 
The ANN is capable of predicting the opti-
mal pump speed based on current SR and 
WD.

Integration of FL2 and ANN Controllers:
Use a weighted average to combine the 

outputs of FL2 and ANN with the help of 
Matlab (see Fig.  2) by assigning a weight 
of 0.6 to the FL2 output and 0.4 to the 
ANN output. These weights can be adjusted 
based on the confidence in each controller’s 
output.



96

Fig. 2. FL2-ANN for PV-RO.

Data Used for Testing:
•	 Solar Radiation (SR): Ranged from 

Low (100 W/m²) to High (800 W/m²);
•	 Water Demand (WD): Ranged from 

Low (10 m³/h) to High (40 m³/h);
•	 PV Panel Output (PV): Corresponding 

to SR levels (with fluctuations);

•	 Water Quality Metrics (WQ): Moni-
tored for salinity levels, ensuring they 
meet WHO drinking water standards;

•	 Pump Speed (PS): Controlled by the 
integrated FL2-ANN algorithm.

4. RESULTS

1.	 Energy Efficiency Comparison: The 
integrated FL2-ANN control algorithm 
consistently achieved higher energy 
efficiency compared to other control 
strategies such as on-off control and 
MPPT under varying solar radiation 
conditions.

2.	 Water Production Rate: The algorithm 
successfully adapted the pump speed to 
varying water demand and solar radia-
tion levels, resulting in a stable and effi-
cient water production rate.

3.	 Water Quality Maintenance: Through-
out the testing period, water quality 
metrics remained within WHO drinking 
water standards, indicating the ability of 
the control algorithm to maintain water 
quality while optimising production.

4.	 Comparison with Individual Control-

lers: When comparing the integrated 
FL2-ANN algorithm to the FL2 con-
troller alone or the ANN controller 
alone, it outperformed both in terms of 
energy efficiency, water production, and 
water quality maintenance [16].

5.	 Sensitivity to Environmental Changes: 
The algorithm demonstrated robust-
ness and adaptability in response to 
variations in solar radiation and water 
demand, effectively optimising pump 
speed in real-time.

6.	 Cost Savings: While this paper does not 
provide specific cost data, the improved 
energy efficiency and reduced mainte-
nance requirements of the control algo-
rithm could potentially result in cost 
savings over time when compared to 
conventional control methods.



97

Fig. 3. PV characteristics using FL2 with ANN.

Fig. 4. Feed water converter characteristics using FL2 with ANN.

Fig. 5. Reverse osmosis converter characteristics using FL2 with ANN.
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Fig. 6. FW vs. RO tanks filling.

Fig. 7. FW vs. RO tanks dynamics.

MPPT Algorithms Comparison:
Comparing the Fuzzy Logic Type 2 

(FL2)-Artificial Neural Network (ANN) 
control algorithm with other control algo-
rithms is essential to evaluate its perfor-
mance and determine its advantages and 
disadvantages. Below, we provide a simpli-
fied comparison of the FL2-ANN algorithm 
with two other common control algorithms: 
On-Off Control and MPPT (Maximum 
Power Point Tracking). Comparison of 
Control Algorithms: FL2-ANN vs. On-Off 
Control vs. MPPT.

1.	 Energy Efficiency:

FL2-ANN: It achieves higher energy 
efficiency by continuously adjusting pump 
speed based on real-time solar radiation and 
water demand data.

On-Off Control: Typically, less energy-
efficient due to abrupt starts and stops in 
response to pre-set thresholds.

MPPT: It optimises energy capture 
from the PV panels but may not consider 
water production efficiency.
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Fig. 8. Sun intensity vs. efficiency comparison for MPPT algorithms and the proposed method.

2.	 Water Production Rate:

FL2-ANN: It maintains stable and effi-
cient water production rates by adapting 
pump speed to varying conditions. 

On-Off Control: It may experience 
fluctuations in water production as it oper-
ates in discrete modes.

MPPT: It primarily focuses on optimis-
ing power generation and may not ensure 
consistent water production. 

 
Fig. 9. Water production vs. temperature(c).

3.	 Water Quality Maintenance:

FL2-ANN: It effectively maintains 
water quality by adjusting pump speed to 
meet water demand without compromising 
water quality standards.

On-Off Control: It can lead to varia-
tions in water quality when it switches the 
system on and off.

MPPT: It may not directly address 
water quality concerns but can indirectly 
impact it through energy efficiency.
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Fig. 10. Water pH level vs. system efficiency.

4.	 Robustness and Adaptability:

FL2-ANN: It demonstrates robustness 
and adaptability to varying environmental 
conditions, providing stable performance.

On-Off Control: It is less adaptive and 
responsive to changing conditions, leading 
to potential inefficiencies.

MPPT: It adapts to solar panel charac-
teristics but may not respond to changes in 
water demand.

Fig. 11. Performance metrics comparison for MPPT algorithms vs. the proposed method.
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5.	 Cost Considerations:

FL2-ANN: It may involve a higher ini-
tial development cost due to the complexity 
of FL2 and ANN, but potential long-term 
cost savings through energy efficiency.

On-Off Control: Simplicity and lower 
initial cost but may lead to higher energy 
and maintenance costs.

MPPT: It primarily addresses energy 
efficiency, which may not directly translate 
to cost savings in a PV RO system.

6.	 Sensitivity to Environmental Changes:

FL2-ANN: It is highly sensitive and 
adaptive to variations in solar radiation and 
water demand, optimising system perfor-
mance in real time.

On-Off Control: It is less sensitive and 
adaptive, leading to potential inefficiencies 
during changing conditions.

MPPT: It is sensitive to solar panel 
characteristics but not responsive to varia-
tions in water demand.

Fig. 12. Track error analysis comparison for MPPT algorithms vs. the proposed method.

Fig. 13. 3D surface plots comparison for MPPT algorithms.
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3D Surface Plots: 3D surface plots 
allowed us to delve into the performance of 
the FL2 with ANN MPPT algorithm under 
complex multidimensional environmental 
conditions. The results showed the adapt-
ability and robustness of this algorithm 
across a range of sunlight intensities, tem-
peratures, and humidity levels.

In summary, the FL2-ANN algorithm 
offers the potential for higher energy effi-

ciency, stable water production, and water 
quality maintenance compared to On-Off 
Control and MPPT. However, it may come 
with a higher initial development cost. 

The choice of control algorithm should 
depend on specific system requirements, 
cost constraints, and the importance of 
energy efficiency and water quality in the 
PV-RO desalination system. 

Table 2. Comparison between Distribution and Transmission

Aspect FL2-ANN Algorithm On-Off Control MPPT Algorithm

Energy efficiency High Low Moderate to high
Water production Stable and efficient Fluctuating May not prioritise

Water maintenance Effective Variations Indirectly impacted
Robustness Robust and adaptive Limited responsiveness Limited responsiveness
Initial cost High initial cost Low initial cost Moderate
Sensitivity Highly sensitive to environment Less sensitive Sensitive to solar

System changes Adaptive Adaptive Panel characteristics

5. DISCUSSION

In this study, we explored the perfor-
mance of an integrated control algorithm 
that combines Fuzzy Logic Type 2 (FL2) 
and Artificial Neural Networks (ANN) for 
optimising a PV-RO desalination system 
without a battery. We compared this inte-

grated approach with two other common 
control strategies: On-Off Control and 
Maximum Power Point Tracking (MPPT). 
The results and discussion presented below 
highlight key findings and implications.

5.1. Energy Efficiency

The FL2-ANN algorithm consistently 
demonstrated high energy efficiency by 
dynamically adjusting pump speed in 
response to real-time variations in solar 
radiation and water demand. This adapt-
ability allowed the system to harness solar 
energy effectively and maintain a stable 

water production rate. In contrast, On-Off 
Control, characterised by abrupt starts and 
stops, led to lower energy efficiency. MPPT, 
while optimising energy generation, did 
not directly address water production effi-
ciency.

5.2. Water Production and Quality

The FL2-ANN algorithm ensured stable 
and efficient water production rates, meet-
ing the demands of varying water consump-

tion. Moreover, it effectively maintained 
water quality by balancing water produc-
tion with water demand without compro-
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mising WHO drinking water standards. On 
the other hand, On-Off Control often led to 
fluctuations in water production, impact-

ing its consistency. MPPT, while indirectly 
influencing water production, did not guar-
antee water quality maintenance.

5.3. Robustness and Adaptability

The FL2-ANN algorithm demonstrated 
robustness and adaptability by respond-
ing sensitively to changes in environmen-
tal conditions, such as solar radiation and 
water demand. This real-time adaptability 
ensured a stable and efficient system per-
formance. In contrast, On-Off Control and 
MPPT showed limited responsiveness, 
which could result in inefficiency during 
varying conditions.

The Radar chart offered a concise and 
visually appealing way to compare the algo-

rithms across multiple performance metrics. 
These charts enabled a holistic evaluation of 
each algorithm’s strengths and weaknesses, 
aiding in the selection of the most suitable 
MPPT strategy for specific needs.

The Error plots were instrumental in 
scrutinising tracking errors or deviations 
from the actual maximum power point for 
each algorithm. These visualisations high-
lighted the algorithms’ accuracy, stability, 
and adaptability over time, enabling a more 
informed choice for specific applications.

5.4. Cost Considerations

While the FL2-ANN algorithm may 
involve a higher initial development cost 
due to the complexity of FL2 and ANN, 
it has the potential for long-term cost sav-
ings through energy efficiency and reduced 
maintenance requirements. On-Off Control 

offers a lower initial cost but may result 
in higher energy and maintenance costs. 
MPPT primarily focuses on energy effi-
ciency, which may not directly translate to 
cost savings in a PV-RO system.

6. CONCLUSION

In conclusion, the integrated FL2-ANN 
control algorithm for a PV-RO desalination 
system without a battery presents a promis-
ing approach for achieving high energy effi-
ciency, stable water production, and water 
quality maintenance. It is particularly advan-
tageous when system requirements prioritise 
energy efficiency, water quality, and adapt-
ability to changing conditions. However, the 
choice of the most suitable control algorithm 
should consider specific system objectives, 
cost constraints, and the importance of energy 
efficiency and water quality maintenance.

This study highlights the potential 
benefits of advanced control algorithms in 
enhancing the performance and sustain-

ability of PV-RO desalination systems, 
paving the way for more efficient and reli-
able freshwater production in off-grid and 
remote areas.

The selection of an MPPT algorithm 
should be a well-informed decision, consid-
ering the unique requirements of a PV sys-
tem. The combination of radar charts, 3D 
surface plots, and error analysis allows for 
a thorough examination of the algorithms’ 
strengths and weaknesses. The insights 
gained from these visualisations are instru-
mental in optimising PV system perfor-
mance, maximising energy generation, and 
ensuring the robust operation of renewable 
energy systems. 
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