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We explore the complexity of various drivers and local constraints from the viewpoint of 
developing a feasible re-design of a small harbour that is affected by ultra-refraction of storm 
waves. Waves propagating towards the Port of Ruhnu on a small island in the central part of 
the Gulf of Riga are systematically redirected by underwater features so that saturated waves 
in virtually all storms propagate almost exactly into the harbour entrance. A new design of the 
port entrance and associated set of breakwaters is largely steered by the location of the port and 
options for the fairway into the port. The re-design of the breakwaters and possible relocation 
of the entrance considers the specific features of the local wind, wave, and water level climate, 
including period-depending refraction of storm waves. We present systematic analysis of these 
aspects using recorded and modelled wind and water level time series. Wave properties are 
reconstructed using the WAVE module (SWAN) of the Delft3D suite forced with ERA5 and 
local wind information. Phase-resolving modelling of waves (REEF3D software) reveals the 
presence of a bi-modal wave field in the interior of the port and provides alternatives for the 
design of effective protection options that suppress single wave components. On many occa-
sions, greatly simplified models and local one-point wind properties provide even better match 
with recorded wave properties than sophisticated models and global data sets. 

Keywords: Breakwater design, Delft3D, port planning, REEF3D, SWAN model, wave 
modelling. 
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1. INTRODUCTION

A harbour has to provide protection 
for the vessels against the impact of wind, 
waves and currents, and sometimes against 
large variations in the water level. This is 
usually achieved by a combination of choice 
of the layout of the harbour and character-
istics of its structures. However, the situa-
tion gets more complicated when there is a 
possible sediment movement nearby. Wave 
and current-driven sediment transport can 
turn a perfectly sheltered harbour or water-

way into an expensive maintenance project 
(e.g., [1]–[3]). Additionally, several other 
conditions (accessibility on land and on 
water, man-made objects etc.) must be con-
sidered for an optimal harbour design ([4], 
[5], among many others). As virtually every 
port is unique, modern port design covers a 
wide range of different aspects of planning, 
and management and case studies offer 
great insights to understand them. 

Fig. 1. Location scheme of the Gulf of Riga in the eastern Baltic Sea (left) and the island of Ruhnu 
in the Gulf of Riga (right). The right panel shows the locations of water level stations 

in Latvia (red and yellow) used in the analysis.

The Port of Ruhnu (called Port of 
Ringsu or colloquially Ringsu harbour in 
the past [6]) is situated on the southern tip 
of a small island of Ruhnu in the middle of 
the Gulf of Riga (Fig. 1). Wave fields in this 
water body are mostly locally generated 
and follow the wind patterns [7]. Only a 
small amount of wave energy generated in 
the Baltic proper penetrates into the Gulf of 
Riga through Irbe Strait and affects to some 
extent the northern part of the gulf. The 
“climate” of waves of appreciable height is 
driven by a two-peak wind regime in this 
region. Moderate and strong winds blow 

usually either from the south-west (SW) 
or (less frequently) from the north-north-
west (NNW) [8], [9]. The port is sheltered 
against waves from the NNW by the island 
itself. It is protected against waves from the 
SW and refracted waves from the northern 
directions by two rubble mound breakwa-
ters. To enhance the protection, the tip of 
the southern breakwater is turned to the 
south-east. The entrance and waterway to 
the port are oriented to the south-east (SE). 
This is the direction from where winds are 
infrequent and weak [8], [9].

Despite this careful design that consid-
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ers the directional structure of predominant 
moderate and strong wind, inconveniently 
high waves often penetrate into the port 
interior that also suffers from rapid changes 
in the water level. The situation is especially 
difficult in the narrow entrance channel 
where a vessel entering the port may expe-
rience strong bow waves. Undesirable wave 
conditions often occur even during westerly 
and northerly winds against which the har-
bour is geometrically protected. A likely 
reason for such conditions is refraction of 
wind waves. Namely, waves excited in the 
Gulf of Riga at wind speeds of 10–15 m/s 
eventually undergo extensive refraction on 
underwater slopes of the island of Ruhnu 
and possibly its neighbouring shallow 
area. This process systematically redirects 
waves so that intense waves may propa-
gate directly into the entrance of the Port 
of Ruhnu during virtually any strong wind 
event as described in detail in [6].

The refraction-induced rotation of wave 
propagation direction is relatively mild 
for weak winds but becomes more effec-
tive for strong winds [6]. This feature sim-
ply reflects an increase in the wave period 
and length under stronger winds as lon-
ger waves are more affected by refraction. 

Interestingly, the range of wave approach 
directions converges around 120° (clock-
wise from the North) for a wind speed of 
15 m/s. This is exactly the orientation of the 
fairway that enters the port [6]. Such ultra-
refraction is not unique and is known, e.g., 
for SW swells propagate into San Francisco 
Bay [10].

Another long-term issue for the Port of 
Ruhnu has been an accumulation of sedi-
ments (sand) at the harbour entrance. It is 
not clear where the sand is coming from. 
An estimate of sediment transport based 
on archive documents about coastal pro-
cesses, the appearance of morphology of 
the beaches next to the port and nearby 
coasts concluded in the 1990s that the fine 
sand was coming from the north along the 
eastern coast of Ruhnu [11] (Fig. 2). Hence, 
an extension of the northern breakwater 
was proposed. However, due to costs, it 
was built shorter than necessary and sand 
accumulation continued. The port authori-
ties addressed the problem by dredging the 
sand and placing it to the west of the port 
where a sandy beach was located (Fig. 3). 
As sand accumulation continued, it was 
hypothesised that sediment transport from 
the west could also be its possible reason.

Fig. 2. A possible pathway of the inflow of sand from 
the north. The photo shows the configuration of 

breakwaters o the Port of Ruhnu in the 1990s [10]. 
Reproduced with a permission from 
the Tallinn University Publishers.

Fig. 3. A sandy beach is located to the 
west of the contemporary configuration 

of the Port of Ruhnu (base map: 
Estonian Land Board, 2020).
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In this article, we address possible solu-
tions to both described issues. The goal is to 
better understand their reasons and to employ 
this understanding to develop options for 
a new layout of the Port of Ruhnu. We start 
with a description of in situ wave measure-
ments in the vicinity of the port entrance and 
validation of the SWAN wave model forced 
with different winds based on recorded time 
series of wave properties. Wave simulations 
using a phase-average model are employed 

to analyse suitable layouts for the port. We 
first analyse properties of waves in different 
scenarios to specify eventual new layouts of 
the port. This analysis is complemented by 
more detailed, phase-resolving examination 
of wave propagation in a prospective new 
layout using the 3-dimensional hydrody-
namic model REEF3D. Finally, we evaluate 
the design wave parameters for this layout, by 
using extreme value analyses of wind proper-
ties and reconstructed water level time-series.

2. DATA, METHODS AND MODELS

2.1. Wave Measurements

Time series of wave properties were 
measured at and near the Port of Ruhnu 
in the period of 2021–2023 with pressure-

based devices (Table  1) and directional 
waveriders (Table 2). 

Table 1. Measurement Periods and Locations of Pressure Sensors 

No  Name N° E° Depth, m Start date End date Data 
points max Hs

1
PR_CTRL 57.7787 23.2753 4.6

01.05.2021 26.06.2021 5472 0.86
2 28.06.2021 22.08.2021 5376 1.47
3 24.08.2021 11.10.2021 4704 1.40
4

PR_ENTR 57.7796 23.2724 3.3

01.05.2021 26.06.2021 5472 1.13
5 28.06.2021 22.08.2021 5376 1.64
6 24.08.2021 12.10.2021 4700 1.49
7 13.10.2021 25.11.2021 4224 1.18
8 04.08.2022 08.09.2022 3456 0.41
9 26.09.2022 03.11.2022 3744 1.09
10

PR_PORT 57.7806 23.2701 1.6

01.05.2021 27.06.2021 5472 0.24
11 28.06.2021 23.08.2021 0 0
12 24.08.2021 27.08.2021 384 0.28
13 13.10.2021 26.11.2021 4320 0.27
14 04.08.2022 24.09.2022 4992 0.31

Table 2. Measurement Periods and Locations of Waverider Buoys

No  Name N° E° Depth, m Start date End date Data 
points max Hs

1 LP_PORT 57.7782 23.2753 4.6 03.05.2021 17.11.2021 9516 1.64
2 LP_SEA 57.7695 23.3420 19 03.05.2021 17.11.2021 9516 2.45
3 LP_PORT 57.7785 23.2768 4.6 04.11.2022 30.04.2023 11622 2.02
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The loggers manufactured by the Cen-
tre of Biorobotics of Tallinn University of 
Technology recorded continuously pres-
sure fluctuations with a frequency of 5  Hz 
in three locations (Fig. 4) with water depths 
of 1–4 m. The length of each measurement 
session (1.5  months) was limited by the 
capacity of the batteries. The measurements 
were only performed in spring, summer and 
autumn 2021 and 2022 due to problems with 
winter maintenance of the instruments. The 
pressure data saved locally on the instrument 
was first converted into water level fluctua-
tions and then into significant wave heights 
HS, and 15-minute-interval periods were cal-
culated with MatLab scripts from [12]. 

The directional waverider called Laine-
Poiss® produced by WiseParker Ltd is a 
spherical buoy with a diameter of 32  cm, 
a height of 22 cm, and a weight of 3.5 kg. 
The output stream of LainePoiss® was vali-
dated through (i) sensor tests, (ii) wave tank 
experiments, (iii) a field validation against 
a Directional Waverider, (iv) an intercom-
parison of several buoys in the field, and 
(v) field measurements in the Baltic Sea 
marginal ice zone [13]. The bias of HS was 
1 cm, with a correlation coefficient of 0.99 
and a scatter index of 8 % against the out-
put of similar devices. The mean absolute 
deviation of mean wave direction was 70 °.

Fig. 4. Locations of pressure sensors in 2021 and 
2022 (red) and calculation points (yellow) in [6]. 

Brown line indicates the waterline.

Fig. 5. Locations of waverider buoys in the period of 
2021–2023 (red) and calculation point for REEF3D 

(green). Brown line indicates the waterline.

In 2021, two waveriders were deployed 
near the port entrance to validate the wave 
models and quantify the refraction-driven 
changes of wave propagation directions 
(Fig. 5) suggested by the numerical analysis 
[6]. In winter 2022/23, one waverider was 
set near the port entrance at point LP_PORT 
(Table 2). 

The correlation coefficient between HS 
recorded with the waverider and pressure 
sensor at LP_PORT and PR_CTRL (Fig. 4), 
respectively, was 0.91. The wave heights 
evaluated from pressure data were smaller 

(bias –0.19 m; root mean square deviation 
(Drms) 0.22 m, maximum difference 0.82 m). 
The bias is apparently because of a rela-
tively large water depth (4.6 m) in the loca-
tion of the pressure sensor. The wave peri-
ods recorded by the waverider were 2–4 s. 
These periods are characteristic in this area 
[7], [14]. As pressure fluctuations gener-
ated by such short waves rapidly decay in 
the water column, the pressure sensor is not 
able to register some part of shorter waves. 
As a result, the average and instantaneous 
HS may be underestimated even though the 
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highest single waves may be recorded ade-
quately. 

The damping effect of the port struc-
tures was assessed by comparing the HS 
recorded in- and outside of the port (Fig. 4). 
The HS in the interior of the port was at least 
two times smaller than HS outside the port 
during measurements performed in 2021. 
The difference (and thus the protection 
offered by the breakwaters) increased with 
the decrease of the wave height. In cases 
when HS > 0.5 m outside the port, this ratio 

was about 4 and increased to >10 for very 
low wave conditions (HS <  0.2 m outside 
the port). A slight change in the measure-
ment location in 2022 led to slightly differ-
ent values of this ratio. The core message 
from the measurements is that the signifi-
cant wave height at the ferry berth in the 
port interior is less than 25 % from the wave 
height outside the port, whereas HS in the 
entrance channel is about 50  % of the HS 
outside the port.

Fig. 6. Comparison of wind and wave directions hindcast using wind information from Ruhnu (left) and 
Sõrve (right). Note that the wind measurement location on Ruhnu may be shadowed by the forests on the 

island. Blue, red and magenta lines show the modelled directions of waves for points 65 (Fig. 4), 84 (fairway) 
and 104 (entrance channel) with constant wind speed of 10 m/s (evaluated as in [6]). Yellow and green dots 

indicate the recordings at LP_SEA and LP_PORT (Fig. 4), respectively. 

The modelling exercise in [6] demon-
strates that refraction of waves is the stron-
gest and redirects the waves directly into 
the port entrance when the wind speed is 
15 m/s. Such wind speeds did not occur dur-
ing the measurement campaigns. For this 
reason, we compare wave directions for all 

wind speeds ≥10 m/s at Ruhnu and Sõrve 
(Fig.  1). Figure 6 confirms that refraction 
clearly redirects waves in the vicinity of the 
port entrance even though the rate of change 
in the wave direction is in some occasions 
smaller than evaluated in [6]. 

2.2. Wave Models and Wind Data

The waves were modelled using the 
SWAN (version 40.11) wave model [15] in 
Delft3D suite (WAVE module). SWAN is 
a third-generation phase-averaged spectral 
wave model developed at Delft University 
of Technology. A more detailed descrip-
tion of the particular implementation of 

this model for the study area is provided in 
[6] and [16]. We used a four-level nested 
scheme of regular rectangular model grids. 
Even though only very limited amount of 
wave energy created in the Baltic proper 
enters the Gulf of Riga, propagation of spe-
cific swells into the gulf and their refraction 
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along underwater sandy features near Cape 
Kolka towards Ruhnu cannot be excluded. 
For this reason, a coarse model was run for 
the whole Baltic Sea on a grid with a step of 
5000 m (251 × 271 grid points). The second 
level grid covered the Gulf of Riga with a 
step of 1000 m (171 × 181 grid points). The 
third level grid (Fig. 3) covered the neigh-
bourhood of Ruhnu with a step of 100  m 
(211  ×  171 grid points). The innermost 
(finest) model focused on the Port of Ruhnu 
(Fig. 3) with a resolution of 3 m (300 × 300 
grid points). The resolution of the third- and 
fourth-level grids is evidently fine enough 
to replicate detailed properties of waves in 
the vicinity of Ruhnu and Port of Ruhnu. 
The bathymetry was taken from the data-
bases of Estonian Transport Administra-
tion, Baltic Sea Bathymetry Database by the 
Baltic Sea Hydrographic Commission [17] 
(http://data.bshc.pro/legal/) and Saarte 
Liinid LLC.

We compared the output of the SWAN 
model with estimates produced by a semi-
empirical fetch-based wave model, called 
SPM-method [18] and denoted as SPM. The 
idea was to see how a very simple model 
compares with a sophisticated contempo-
rary numerical model. We followed the pro-
cedure given in [19]. For each measurement 
site we measured the fetch with a 20 ° step. 
Wave models were forced with wind speed 
and direction from nearby meteorological 
stations. We calculated wave parameters 
(HS and peak period Tp) with 1 h time step.

The SWAN and SPM models were 
forced with wind information from several 
sources. The aim was to select the most suit-
able source of wind in terms of the match 
of modelled and recorded data. We used 
measured wind data from Ruhnu, Kihnu, 
Sõrve and Vilsandi (Fig.  1) and modelled 
ERA5 winds [20], [21]. The ERA5 data-
set is the fifth-generation global atmo-
spheric reanalysis produced by the Euro-

pean Centre for Medium-Range Weather 
Forecasts (ECMWF) [22] from 1940 to 
present. We use the ERA5 data from 2021 
and 2022 since the data from 2023 has not 
been available yet. This wind data realisti-
cally represents spatio-temporal variations 
in the wind properties with a time step of 
1 h and spatial resolution 0.25 ° (about 30 
km). The recorded wind properties are used 
to construct one-point homogeneous uni-
directional non-stationary wind fields with 
a temporal resolution of 1  h. Such condi-
tions (referred to as SWANhom) are used 
for modelling waves in extreme conditions 
with long return periods. ERA5 wind data 
was not used in SPM models.

Ruhnu, Kihnu, Sõrve and Vilsandi 
meteorological stations (Fig.  1) are oper-
ated by the Estonian Environment Agency. 
Automatic systems were installed in all sta-
tions in 2003. The Ruhnu station, active 
since 1958, is located on the southern part of 
the island, about 200 m from sea. It is open 
to all directions, except to the north and 
north-east (NE) where the forest grows. Its 
data set is not homogeneous. Initially mea-
surements were carried out four times a day, 
then eight times. No measurements were 
performed in the period of 1987–1996, and 
thereafter only two recordings a day were 
taken. The Kihnu station is sheltered by 
the forest in the north and east. It has been 
operating since 1931. Digitised records are 
available since 1958 when the wind speed 
and direction were measured four times a 
day. The Sõrve station is located at the tip 
of the Sõrve peninsula and is open to all 
directions. It is somewhat influenced by the 
peninsula to the north of the station. The 
measurements commenced in 1866. The 
digitised records are available from 1961.

Vilsandi meteorological station is 
located on a small island, to the west of the 
island of Saaremaa (Fig. 1). The data from 
Vilsandi is often used as a standard, high-
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quality representation of wind properties in 
the northern Baltic proper. The wind data at 
Vilsandi is highly reliable except for east-
erly winds [23] that are generally less fre-
quent and weaker than SW or NNW winds 
in this region. The station has been operat-

ing since 1865. The digitised records are 
available since 1947 when the wind speed 
and direction were measured four times a 
day. Starting from 1966, the measurements 
were performed eight times a day.

2.3. Validating the Wave Model

The comparison of the modelled wave 
heights and periods with recorded data covers 
the whole time period of measurements (Table 

3) and includes a detailed assessment of wave 
conditions during the most severe recorded 
events (Tables 4 and 5; Figs. 7 and 8). 

Table 3. Comparison of Modelled Hs with the Recorded ones during 3 May 2021 –17 November 2021 (The 
positive bias means that the modelled Hs are higher than the recorded Hs. Dmax (m), Drms (m), and R denote the 
maximum difference, root mean square difference and correlation coefficient, respectively, between measured 
and modelled values.)

No Wind Type of 
model

PR_ENTR Hs, m LP_PORT Hs, m LP_SEA Hs, m
bias Dmax Drms R bias Dmax Drms R bias Dmax Drms R

1 ERA5 SWAN 0.18 0.83 0.23 0.89 0.06 0.69 0.14 0.92 0.02 0.80 0.15 0.93
2 Ruhnu SWANhom 0.03 1.02 0.16 0.80 -0.20 0.76 0.25 0.86 -0.38 2.15 0.47 0.76
3 Vilsandi SWANhom 0.02 1.10 0.24 0.50 -0.12 1.30 0.28 0.55 -0.23 1.67 0.44 0.55
4 Ruhnu SPM -0.08 1.17 0.21 0.66 -0.25 1.23 0.32 0.71 -0.45 2.22 0.57 0.62
5 Vilsandi SPM -0.03 1.09 0.24 0.42 -0.19 1.43 0.33 0.46 -0.37 2.22 0.54 0.47

Table 4. Comparison of Modelled Hs with the Recorded ones during 19 October 2021–24 October 2021 (The 
positive bias means that the modelled Hs are higher than the recorded Hs. Dmax (m), Drms (m), and R denote the 
maximum difference, root mean square difference and correlation coefficient, respectively, between measured 
and modelled values.)

No Wind Type of 
model

PR_ENTR Hs, m LP_PORT Hs, m LP_SEA Hs, m
bias Dmax Drms R bias Dmax Drms R bias Dmax Drms R

1 ERA5 SWAN 0.31 0.83 0.36 0.84 0.19 0.44 0.24 0.93 0.11 0.59 0.23 0.88
2 Ruhnu SWANhom 0.06 0.60 0.25 0.71 -0.19 0.49 0.28 0.86 -0.51 1.32 0.61 0.71
3 Vilsandi SWANhom 0.24 1.10 0.36 0.52 0.05 0.63 0.27 0.65 -0.08 1.21 0.41 0.62
4 Ruhnu SPM -0.09 0.84 0.25 0.57 -0.35 0.95 0.40 0.76 -0.70 1.81 0.78 0.69
5 Vilsandi SPM 0.01 0.86 0.25 0.50 -0.22 1.00 0.36 0.53 -0.57 1.75 0.71 0.40

Table 5. Comparison of Hs with the Measurements during 17 August 2021–21 August 2021 (The bias 
indicates that the modelled Hs are higher than the measured Hs. Dmax (m), Drms (m), and R denote the maximum 
difference, root mean square difference and correlation coefficient, respectively, between measured and 
modelled values.)

No Wind Type of 
model

LP_PORT Hs, m LP_SEA Hs, m
bias Dmax Drms R bias Dmax Drms R

1 ERA5 SWAN 0.07 0.40 0.15 0.96 0.05 0.46 0.18 0.95
2 Ruhnu SWANhom -0.26 0.76 0.29 0.94 -0.44 1.18 0.49 0.90
3 Vilsandi SWANhom -0.23 1.12 0.39 0.60 -0.36 1.62 0.57 0.55
4 Ruhnu SPM -0.47 1.20 0.52 0.79 -0.69 1.74 0.77 0.71
5 Vilsandi SPM -0.41 1.43 0.56 0.34 -0.65 2.00 0.81 0.31
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As expected, recorded wave properties 
have the best match in terms of the corre-
lation with those modelled using spatially 
varying ERA5 wind information. However, 
the bias between the modelled and recorded 
data was larger for this data set than in other 
models during the whole modelled period 

in 2021 and in October 2021. The SWAN 
model forced with ERA5 winds overesti-
mates wave heights during relatively severe 
seas (Fig. 7). The use of one-point homog-
enous wind based on Vilsandi data overes-
timates wave heights in October, but under-
estimates in August 2021.

Fig. 7. Recorded Hs in October 2021 (black line) in point PR_ENTR (on the left, Fig. 4) and point PR_
PORT (on the right). Red line indicates the modelled Hs with ERA5, blue Hs modelled with homogenous 
wind from Ruhnu (continuous) and Vilsandi (dashed), and green Hs modelled with SPM with wind from 

Ruhnu (continuous) and Vilsandi (dashed).

Fig. 8. Recorded Hs in August 2021 (black line) in point PR_ENTR (on the left, Fig. 4) and point LP_
PORT (on the right). The colour and line type code is the same as for Fig. 7.

Somewhat surprisingly, the best match 
of the recorded and modelled wave proper-
ties at the entrance of the port (point PR_
ENTR, Fig. 4) provides the combination of 
the SWAN model and one-point homoge-
nous wind forcing based on wind recordings 
from Ruhnu. The relevant bias and Drms are 
smaller than similar values for other simu-
lation exercises (except for August 2021). 
We also checked the wave directions by 

comparing refraction described in [6] with 
measured directions. The modelled results 
had a good correspondence with the mea-
sured results. As no strong winds occurred 
during the measurement campaign, it was 
not possible to detect strong refraction-
driven effects. Based on this analysis, we 
use SWAN wave model with homogenous 
wind forcing from Ruhnu to evaluate design 
wave parameters for the port structures.
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2.4. Water Level

Water level was observed visually at 
Ruhnu two to four times a day in the period 
of 1945–1988. Measurements resumed after 
a long pause with an automatic device in 
2012. As water level information is crucial 

for structural design, we fill the water level 
data for missing years using recordings at 
the coastal stations in Estonia and Latvia. 
These data are converted into the European 
Vertical Reference System, EVRS.

Table 6. Comparison of Reconstructed Water Levels Based on Two Different Stations (WL1 and WL2) with 
Measured Values at Ruhnu in the Period of 2012–2020 (Dmax (cm), Drms (cm), and R denote the maximum 
difference, root mean square difference and correlation coefficient, respectively, between measured values at 
Ruhnu and constructed values.)

No WL1 WL2 Weight of 
WL1

Weight of 
WL2 Dmax, cm Drms, cm Bias, cm R

1 Roja Salacgriva 0.5 0.5 26.8 5.5 0.7 0.91
2 Roja Salacgriva 0.6 0.4 27.3 5.7 1.4 0.91
3 Roja Salacgriva 0.7 0.3 28.5 6.0 2.1 0.90
4 Liepaja Daugavgriva 0.5 0.5 45.8 12.1 7.7 0.69
5 Liepaja Daugavgriva 0.4 0.6 39.1 10.4 5.8 0.74
6 Liepaja Skulte 0.5 0.5 41.3 12.3 9.2 0.77
7 Liepaja Skulte 0.4 0.6 31.7 10.4 7.5 0.83
8 Liepaja Skulte 0.6 0.4 50.8 14.4 10.8 0.69
9 Liepaja Skulte 0.3 0.6 34.3 15.3 13.9 0.85
10 Liepaja Skulte 0.5 0.7 43.2 10.9 -6.8 0.82
11 Liepaja Skulte 0.5 0.6 32.6 8.3 1.2 0.80

The most complete datasets in terms 
of hourly measurements among Latvian 
water level recordings are at Liepaja and 
Daugavgriva [24]. To a first approximation, 
we assume that the water level changes lin-
early between any two stations. It is likely 
that this approximation is adequate for sta-
tions that are located along relatively straight 
coastline segments. This is the case for 
Latvian water level measurement locations 
on the Baltic proper shore and in the Gulf 

of Riga [24]. To validate this assumption, 
we compared the outcome of this simple 
model with the measurements at Ruhnu 
in the period of 2012–2020 (Table 6). The 
strongest correlation, lowest bias and small-
est Drms are reached if this model is fed with 
recorded water level values from Roja and 
Salacgriva with equal weights. The resulting 
estimates of water level at Ruhnu are thus 
used below for calculating return periods for 
extreme water levels near the port structures. 

3. MODELLING THE HARBOUR LAYOUT

3.1. Choosing the Layout Based on Wave Modelling

The properties of wave climate form 
just one criterion for the (re)design of the 
harbour layout. One must also consider 

the current fairway for the ships that may 
potentially make a port call, variation of 
water depths in the sea, and access roads 
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and structures in the port. Several these 
constraints cannot be adjusted within a rea-
sonable budget, efforts and time even for 
small ports, such as Ruhnu.

Most likely it is not possible to radically 
change the location of the entrance to the 
Port of Ruhnu as this is the only relatively 
deep-water location around the island that 
is maintained by the existing hydrodynamic 
loads. The idea of possible new openings 
in the eastern or western quays and break-
waters seems unrealistic because of likely 
very large costs of repeated dredging even 

if a re-design of structures is not consid-
ered. To a first approximation, the feasible 
solution would be to improve protection of 
the entrance channel, by relocating and/or 
extending the breakwaters.

We start this analysis from rough esti-
mates of extreme wave conditions near the 
port entrance under strongest winds from 
different directions with different return 
periods. The goal is to select the configura-
tion of breakwaters that provides, on aver-
age, the best protection of the port interior 
in theoretically possible worst conditions.

Fig. 9. Comparison of reconstructed water levels from Roja and Salacgriva (left panel, line 1 in Table 6) and 
Liepaja and Skulte (right panel, line 9 in Table 6) with measurements at Ruhnu in the period of 2012–2020.

 
Fig. 10. Modelled new layouts (black thick line). Thin brown line indicates the current layout.

The SWAN wave model in Delft3D 
suite (see above) was forced with homog-
enous unidirectional stationary winds over 
the entire Baltic Sea from 12 directions with 
a step of 30°. For every direction, extreme 

wind speeds with return periods of 2, 5, 10, 
20, 50 and 100 yr were applied. These wind 
speeds were calculated from time series of 
wind properties recorded on Ruhnu by apply-
ing peak-over-threshold method [25], [26]. 
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Wind speeds corresponding to different 
percentiles of strong winds were used to 
mimic more frequently occurring severe 
wave conditions. For every return period, 
the runs were performed for a selection of 
elevated water levels with a step of 30 cm. 
Doing so may lead to certain overestima-
tion of the impact of extreme wave con-
ditions because for some directions high 
water levels and severe wave conditions do 
not necessarily occur simultaneously [27]. 
For example, strong easterly winds are not 

associated with substantially elevated water 
levels at Ruhnu. Doing so still gives some 
indication of properties of possible worst-
case scenarios.

This approach was applied to eight 
potential new layouts built around the exist-
ing interior of the port and the fairway out 
of the port (Fig.  10). The spatial distribu-
tions of differences of  were assessed visu-
ally and based on virtual wave recorders in 
key locations in the port (Fig. 11). 

Fig. 11. Modelled Hs in the port interior (point 5 in Fig. 17) for breakwater layouts shown in the legend 
of Fig. 10. The layout RIN-011 reflects the current situation. The markers show values for extreme wind 

speeds with return periods of 2, 5, 10, 20, 50 and 100 years with a directional resolution of 30 °.

Fig. 12. Differences of Hs in an east-south-eastern storm that occur in the port area with layout RIN-030 
compared with Hs that occur in the current (RIN-011) layout. Negative values mean that the wave heights 

are lower in RIN-030 layout. Blue arrows show the wind direction. 
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Consultations with the harbour owner 
(personal communication, January 2023) 
led to a conclusion that the best layout 
was RIN-030 (Fig. 12). It (i) reduces wave 
heights in the entrance channel and (ii) 
makes the entrance channel wider which is 
important for ship manoeuvrability. Also, 
(iii) small inner breakwater reduces the 
waves compared with other solutions and 
(iv) this layout is a cost-effective solution. 
A drawback of this solution is that wave 

heights will be larger at the present berthing 
area in strong storms. This feature was not 
deemed a big problem by the owner. From 
the owners’ viewpoint, the most problematic 
issue was moving a ship into the harbour 
through the narrow entrance. Wave reflec-
tion coefficients for obstacles are given in 
Section 3.2. We take this layout (called new 
(breakwater) layout for simplicity) as the 
basis of further analysis. 

3.2. Phase-Resolving Modelling

Significant diffraction of wave energy 
often takes place around breakwaters, cre-
ating extremely complicated wave regime 
inside the port. This (often nonlinear) dif-
fraction is challenging for phase-averaging 
models but can be captured by more local 
phase-resolving models. For this reason, 
the phase-resolving fully nonlinear poten-
tial flow model REEF3D::FNPF [28], [29] 
within the open-source hydrodynamics 
code REEF3D [30] was used to investigate 
the wave propagation inside the port for 
both the old and new breakwater layouts 
with various offshore wave directionalities.

The REEF3D::FNPF code solves the 
Laplace equation and nonlinear boundary 
conditions for the velocity potential and 
free surface elevation using the parallel-
ized geometric multigrid preconditioned 
conjugate gradient solver provided by the 
hypre library [31]. High-order discretisa-
tion methods were used to further ensure 
the accuracy and stability of nonlinear 
and steep waves. For example, 5th-order 
WENO spatial discretisation [32] and 3rd-
order Runge-Kutta temporal schemes [33] 
were used for the simulations. The code uti-
lised a message-passing interface (MPI) for 
parallel high-performance computations, 
allowing multiple-processor large-scale 
simulations. A novel coastline algorithm 

and robust breaking wave algorithm were 
introduced to the code to resolve most of 
strongly nonlinear coastal wave transfor-
mations [28]. A relaxation method [34] was 
used for wave generation and numerical 
beaches in the presented study.

The numerical domain focuses on the 
Port of Ruhnu and its offshore area to the 
SE, with east-west/north-south dimensions 
of 1250 m and 1000 m, respectively. The 
objective was to investigate what happens 
in both the old and new breakwater lay-
outs and the effectiveness of the improve-
ments. For each layout, three offshore wave 
directions were investigated, approaching 
from the east (90o), SE (135o) and NE (45o) 
waves. These waves propagate in directions 
roughly aligning with the port entrance and 
fairway and were thus specifically chosen as 
potential extreme scenarios associated with 
intense wave refraction in strong storms 
from other directions [6]. The new harbour 
layout is better represented in the numeri-
cal wave tank than the old layout thanks to 
the improved data fidelity especially around 
the new breakwaters and the western beach 
coastlines. However, the most relevant 
structures are sufficiently resolved to inves-
tigate the influence of the wave propagation 
and transformation in both scenarios.  
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Fig. 13. Simulated wave surface elevation at the last simulation time step for both the old (left) and new (right) 
breakwater layouts with three offshore wave principal directions – East (top), SE (middle) and NE (bottom). 
The numerical wave gauges (nodes) are indicated as red circles in the uppermost panels. The red boxes are 
wave generation zones, and the yellow boxes are numerical beaches for the eastern wave case. The wave 

generation zones are allocated at the income wave boundaries with numerical non-reflecting beaches allocated 
on the opposite boundaries for the SE and NE waves.

Six numerical wave gauges (called 
(wave) nodes below) were arranged from the 
offshore area to the inner harbour (Fig. 13). 
The maximum Hs and the corresponding Tp 
were chosen based on the offshore SWAN 
simulation at node (Fig. 4) which was located 
at the eastern boundary of the phase-resolv-
ing computational domain, resulting in the 

input irregular wave with Hs = 2.2 m and 
Tp = 6.3 s. A cell size of 2 m was used after a 
2D grid convergence study, which ensured 
over 30 cells per wavelength corresponding 
to the peak period. The DNV(Det Norske 
Veritas)-recommended JONSWAP spec-
trum and a Mitsuyasu directional spreading 
function (e.g., [35]) with a shape factor 28 
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were used as input for the narrowly spread-
ing short-crested multi-directional irregular 
wind-wave simulations. While 3.5 hours of 
simulations were performed for each sce-
nario, the last 3-h time series was used for 
processing statistical properties of the wave 

field. With 128 cores on the local computing 
station, each simulation took about 4 to 5 
hours to complete. The numerical wave tank 
(NWT) configurations and the simulated 
free surface elevations for all scenarios are 
presented in Fig. 13.

Fig. 14. Variations of  from offshore to the inner harbour.

  

Fig. 15. Wave spectra at numerical wave gauges (nodes) 5 (left) and 6 (right) for the old and new breakwater 
layouts with various offshore wave directionality.

The Hs correlation factors to the input 
waves at the wave nodes for all scenarios 
are shown in Fig. 14. The extended harbour 
layout provides extended sheltered areas, as 
can be seen from the much-reduced waves 
at nodes 3 and 4. This is beneficial for the 
ferry navigations along the narrow entrance. 
The highest waves along the fairway are 
observed for southeast waves, as the Hs at 

node 4 indicates, which is expected since 
the wave direction aligns with the harbour 
opening. The wave height reduction for the 
inner harbour area is less obvious when 
comparing Hs. To further illustrate the effect 
of the extended harbour, the wave spectra 
at nodes 5 and 6 at the inner harbour were 
compared in Fig. 15. Though the new lay-
out reduces the Hs along the navigation 
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channel significantly, the wave heights and 
spectra at node 5 near the berth are quite 
comparable to the old layout. This feature is 
to some extent alarming; however, the sig-
nificant wave height is about 0.2 m that is 
on most occasions not dangerous.

The wave spectra show a four-peak 
pattern for both layouts, which could be a 
result of the reflections from the compactly 
configured breakwaters. Such reflections 
might create resonance, standing wave pat-
terns and infra-gravity waves which may be 
indicated by the increased low frequency 
peak around 0.04 Hz (25 s). Only about half 

the energy is able to propagate towards the 
inner harbour at node 6 with the new lay-
out in comparison with the old configura-
tion. A four-peak spectrum pattern was also 
observed with the old harbour layout, espe-
cially a high-frequency peak near 0.175 Hz 
(about 5.7 s) containing a significant amount 
of wave energy. The new extended layout 
constrains the wave energy in a predomi-
nantly two-peak spectrum near the peak 
frequency. This bi-modal wave behaviour 
makes it simpler to avoid modal resonance 
when designing coastal structures.

3.3. Evaluation of Design Parameters for the Breakwaters

The design parameters of hydrody-
namic loads to coastal engineering struc-
tures are commonly evaluated based on 
critical combinations of wave loads and 
water levels. The properties of these com-
binations may substantially vary depend-
ing on the wind direction in strong storms 
in the study area [27]. To comply with this 
feature, the reconstructed water level time 
series at Ruhnu (Section 2.4) was binned to 
different sectors according to the instanta-
neous wind directions at Ruhnu with 30  ° 
step. The resulting subsets were employed 
to evaluate very high-water levels with 
different return periods that are associated 
with different wind directions. As single 
projections of extreme water levels may 
have substantial uncertainties in the Baltic 
Sea basin [36], we use several versions of 
extreme value distributions to construct an 
ensemble of projections. These distribu-
tions are theoretical limiting distributions 
for maxima or minima (extreme values) 
of statistically independent and identically 
distributed samples [25].

We use the so-called block maximum 
method (e.g., [25]). To remove correla-
tions between single maxima, one should 
consider only values that are sufficiently 

separated in time. Monthly maxima and 
minima are often serially correlated in the 
Baltic Sea because of inertia of the forma-
tion of Baltic Sea water levels [37], [38]. 
Therefore, longer blocks are necessary for 
an application of this method. Even annual 
values could be correlated to each other. 
For example, the highest values of two sub-
sequent years could occur during a windy 
period that involves December and January. 
Eelsalu et al. [36] compared extreme water 
level projections based on annual and so-
called stormy season maxima (from July 
to June next year, [24]). The extreme water 
levels projected using the maxima over 
stormy seasons were usually higher than 
those based on the annual maxima. Follow-
ing a conservative view, we rely on maxima 
of stormy seasons.

A large variety of empirical distribu-
tions of recorded water level data and the 
presence of outliers in the neighbourhood 
of the study area [9] suggest that none of 
the classic extreme value distributions per-
fectly estimates extreme water levels for 
longer return periods. It is reasonable to 
assume that the errors of projections made 
using single distributions are randomly 
distributed [36]. This assumption justifies 
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the concurrent use of several distributions 
to form an ensemble. Thus, we include 
results obtained using a general General-
ized Extreme Value (GEV) distribution and 
its limiting case, a Gumbel distribution, into 
such an ensemble (Fig. 16). To provide an 
estimate of the lower limit of extreme water 
levels, we also included the 2-parameter 
Weibull distribution into the ensemble. It is 
likely that the average of such an ensem-

ble provides a sensible estimate of the true 
value of extreme water levels that is nec-
essary for coastal design and management. 
The spreading of projections adds informa-
tion about their possible bias and variability 
of these projections that are also needed in 
the assessment of engineering applications. 
We used a freely available general-purpose 
software tool Hydrognomon [39] for speci-
fication of parameters of these distributions.

Fig. 16. Return periods of extreme water levels associated with wind directions 120–150 ° according to 
different projections at Ruhnu. Green rectangles show stormy season maxima and yellow circles depict water 

levels with return period of 100 yr for different projections. Yellow lines: projections using the Gumbel 
distribution; magenta – GEV distribution; cyan – 2-parameter Weibull distribution; black – weighted average 

of projections.

The developed ensemble for Ruhnu 
(Fig.  16) signals that the projections of 
extreme water levels form a narrow (width 
less than 0.2 m) corridor for return periods 
up to 30 yr. This time scale characterises half 
of the length of the underlying time series. 
For even longer return times the projections 
spread considerably. This spreading reaches 
about 0.3 m for a 100 yr return period, i.e., 
for the time interval that is almost twice as 
long as the time series. 

The wind climate in the study area has 
greatly varying probability of strong wind 

speeds from different directions [8]. We 
address this feature by addressing separately 
extreme wind speeds and their return peri-
ods for winds from different 30 ° wide sec-
tors. To avoid serial correlation of maxima, 
we only included winds ≥10 m/s into the set 
of block maxima, thus concentrating on the 
events that dominate the extremes. It is likely 
that such samples are identically distributed. 
Extreme wind speeds from single sectors 
and their return periods are evaluated using 
a Gumbel distribution that is well suited to 
evaluate wind speed maxima [25].
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Fig. 17. Virtual wave gauges (nodes) of the Delft3D (SWAN) runs forced with stationary extreme wind 
conditions used for the final design of breakwaters (left panel). Black lines indicate the water line of the new 
layout. An example of the distribution of  corresponding to extreme wind properties from south-south-east 

with 50-yr return period (right panel; wind direction is shown with blue arrows).

The projections of extreme water 
levels with different return periods were ap-
plied to describe increased water depths in 
the above-described four-level nested wave 
model SWAN (Section 2.2). This model 
was forced with homogenous unidirectional 
stationary winds from single sectors. Wave 
conditions were evaluated using extreme 
wind speeds with return periods of 2, 10, 
50 and 100 yr until saturation of the wave 
field. The parameters (Hs, Tp, Tm, directions, 
etc.) of the resulting saturated wave con-
ditions were analysed in several locations 
(virtual wave gauges or nodes) around the 
breakwaters and in the port interior. Fol-
lowing the recommendations from [40], the 
points were selected at a distance about 5 

times Hs away from the toe of breakwaters 
(Fig. 17). These combinations of water lev-
el and wave properties were used to specify 
the design parameters of hydrodynamic 
loads to the elements of the proposed new 
layout of breakwaters. The resulting wave 
parameters were used to design the cross-
sections of breakwaters. Wave parameters 
for navigation season (from April till Octo-
ber and possibly November) were calculat-
ed in a similar fashion. A map of significant 
wave heights in the vicinity of the port and 
in the harbour interior during the worst of 
analysed wave conditions attacking the har-
bour (Fig.  17) signals that the new layout 
provides sufficient protection for the inner 
harbour. 

4. DISCUSSION AND CONCLUSIONS

The performed wave measurement 
campaigns, first of all, demonstrate that a 
kind of ultra-refraction that translates storm 
waves from virtually any direction into a 
wave system that propagates directly into 
the entrance of the Port of Ruhnu [6] is a 
highly interesting and instructive feature of 
the local environment and not just a spuri-

ous result of a wave modelling exercise. 
Still, a few multi-week measurement cam-
paigns over past 3 years are not yet enough 
to exactly quantify all transformations of 
waves caused by strong (higher than about 
15 m/s) winds. An appropriate quantifica-
tion of these transformations requires much 
longer measurement campaigns.
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However, the wave measurements pro-
vided vital data for validation of the wave 
models. As expected, the best match with 
the wave recordings obtained using sev-
eral pressure sensors and two directional 
waveriders provided the 3rd generation 
wave model SWAN which was forced with 
the modelled ERA5 winds. Notably, this 
model systematically overestimated wave 
heights in the measurement locations.  

Interestingly, wave properties modelled 
using homogenous one-point wind recorded 
in the local meteorological station on 
Ruhnu had comparable and in several occa-
sions even better match with the recorded 
wave properties. This feature is similar to 
the outcome presented in [41] and encour-
aged the use of this kind of computationally 
much less expensive modelling exercises to 
analyse different layouts of the port and to 
calculate design parameters.

The correct specification of design 
parameters could not be done without 
proper water level data. The local water 
level recordings had long gaps. To address 
this shortage, it was necessary to recon-
struct a “synthetic” time series of water lev-
els by using the data from other water level 
stations in the Gulf of Riga and even on the 
Baltic proper shore of Latvia. This exercise 
showed that the best results were yielded 
by a linear combination of recordings from 
Roja and Salacgriva that are located at 
almost opposite sides of the Gulf of Riga.

The adequate design of harbour break-
waters has to take into account not only 
waves, water level and sediment move-
ments, but also suitable fairway, bathym-
etry, access roads and other limiting struc-
tures in the harbour. These aspects set 
major restrictions for the improvement of 
the geometry and layout of breakwaters. 
Thus, the analysed layouts were focused on 

improving and extension of the current lay-
out. To evaluate advantages and disadvan-
tages of 11 different layouts (out of which 
eight were presented above), wave and 
water level parameters for different return 
periods were modelled with the SWAN 
wave model, and resulting wave heights in 
key points in the interior of the port were 
compared. Although the phase-averaged 
SWAN wave model is not designed to be 
used in small basins, the comparison of its 
results with the output of phase-resolving 
REEF3D showed that it gave reasonable 
results and could be used in similar studies.

It is likely that, for any reasonably 
extension of breakwaters, the intrusion of 
sand into the port entrance will continue. It 
is likely that this issue could be mitigated 
using appropriately placed submerged 
breakwaters [42] that slow down sand 
motion similarly to the impact of tombolos 
[43]. The situation would still need regular 
monitoring of sediment transport and accu-
mulation.

Perhaps the most instructive lesson from 
the variety of measurement, design and 
modelling exercises is that a combination of 
greatly different methods and approaches is 
needed to gather progress in solving a seem-
ingly simple problem of re-design of break-
waters in such a complicated environment. 
Another lesson is that surprisingly simple 
models provide very good information in 
environments that possess extensive small-
scale variability in geometry and bathym-
etry. However, they are not able to highlight 
particularly intricate features, such as the 
formation of a bi-modal wave system in the 
port interior. This information can be used 
for fine-tuning the breakwater configura-
tion to provide better protection in the port 
interior by suppressing one mode instead of 
addressing the entire wave spectrum.
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Heating accounts for significant primary resource consumption and generation up to 30 % 
of total GHG emissions in the EU27. The ambitious emissions reduction goals outlined in the 
European Green Deal and Fit for 55 package necessitate not only the massive renovation of 
building stocks, but also reconstruction of heat generation and supply systems. With 76 % of 
the EU building stock located in urban areas, the renewal of urban heating systems is crucial. 

An easy-to-use methodology has been developed for managing long-term renovation 
programmes and regularly assessing renovation projects, thereby forming a comprehensive 
dynamic vision on the progress. This methodology enables flexible, rapid and, at the same 
time, sufficiently accurate and objective analysis of the potential and benefits of various heat-
ing system renovation projects and their variants at the pre-design stage, as well as their com-
parison according to efficiency. It employs a limited number of open indicators and does not 
require specialised knowledge in thermal physics, economics and/or construction.

The developed methodology provides insights into (1) achievable heat consumption and 
primary energy savings, (2) reduction of dominant CO2 emissions, (3) changes in heating tar-
iffs and costs, and (4) required investments. 
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The methodology is intended for use by: (1) municipalities to streamline sustainable plan-
ning and management of urban heating systems and to facilitate interaction with owners of 
buildings and local heating systems, and (2) national authorities monitoring the implementa-
tion of national programmes under Fit for 55.

Keywords: Energy efficiency, Fit for 55, renovation, simulation, urban heating system.

1. INTRODUCTION

The political initiative European Green 
Deal (GD) [1] and supporting Fit for 55 
(FF55) legislative package [2] envisage 
an ambitious target – achieving a climate-
neutral European Union (EU) by 2050. It 
is expected to reduce net greenhouse gas 
(GHG) emissions by 55  % by 2030. The 
regulatory documents of the FF55 package 
were updated [3], heightening the manda-
tory requirements for the EU countries.

The building sector is responsible for 
generation of up to 30  % of total GHG 
emissions in the EU27; up to 75 % of the 
EU’s 120 million building stock remains 
energy inefficient. The revised Energy Per-
formance of Buildings Directive [4] man-
dates that at least 3 % of the total floor area 
of buildings owned by the public adminis-
tration at all levels must be renovated each 
year. Since public buildings constitute only 
10 % of the total EU building stock, achiev-
ing these ambitious targets will require 
similar dynamics in the massive deep 
renovation of private buildings, as well as 
in reconstruction of heat production and 
supply systems. The amended Renewable 
Energy Directive [5] has increased the EU’s 
renewable energy target for 2030 to a mini-
mum of 42.5 %, with a perspective target of 
45 %, nearly doubling the current share of 
renewable energy in the EU.

Given that 76  % of the EU building 
stock is in urban areas, the active and suc-
cessful implementation of the programme 
in cities is crucial. The term renovation 

wave has appeared in policy documents 
[6], analytical papers [7], and studies [8], 
[9], figuratively comparing the scale of the 
required retrofitting in Europe to the magni-
tude of the Marshall Plan [10].

The FF55 will not provide full funding 
for long-term (until 2050) heating system 
retrofitting programmes. Consequently, 
management must reckon with lot of vari-
ous financing options with different con-
ditions and target variables. A prompt and 
convincing response to each call for proj-
ects with an application, tailored to specific 
requirements, is critical for a successful 
retrofitting process at the national and/or 
urban scale. This necessitates a flexible pre-
design assessment of the project’s potential 
benefits.

Numerous methodologies have been 
proposed for evaluating retrofitting sce-
narios. Renovation of individual buildings 
is the most studied issue. These method-
ologies are based on various approaches, 
primarily but not limited to economic (e.g., 
[11]), sustainability (e.g., [12]), architec-
tural (e.g., [13]), environmental (e.g., [14]) 
aspects and benefits. Studies in this area 
include both theoretical and experience-
based research (e.g., [15]).

Published methodologies are also avail-
able for large-scale retrofitting of building 
blocks [16] and for buildings with cen-
tralised or local energy sources [17], [18]. 
Along with the calculators from pipe manu-
facturers [19], the integration of the heating 
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system’s reconstruction with the transition 
to 4G district heating (DH) system [20], and 
the impact of global warming on heat con-
sumption [21] have also been studied. An 
urban model based on energy prosumption 
within building blocks is described in [22].

Managing such large-scale programmes 
is a significant challenge. The main man-
agement duties and responsibilities related 
to the renovation wave are defined at the 
national level [23]. However, the proactive 
involvement of municipalities is essential 
[24]. Municipalities are responsible for 
strategic development planning of the ter-
ritory and sustainable management of urban 
heating systems [25]–[27], including reduc-
ing the burden of heating costs on munici-
pal and household budgets [28]. 

The proposed methodologies are often 
poorly usable for pre-design modelling and 
evaluation of the potential benefits of the 
specific project to comply with: 
•	 the defined obligations of the EU Mem-

ber States in reduction of GHG emis-
sions and primary energy resource con-
sumption;

•	 the interests of local governments in the 
sustainable socio-economic develop-
ment of their territories;

•	 the interests of the population and entre-
preneurs in reducing heating costs. 

To address these needs, an easy-to-use 
methodology has been created for develop-

ing and managing long-term heating system 
retrofitting programmes and for the regular 
assessment of ongoing retrofitting projects 
to form a comprehensive dynamic vision on 
the progress. The developed methodology 
provide insights into (1) achievable heat 
consumption and primary energy savings, 
(2) reduction of dominant CO2 emissions, 
(3) changes in heating costs, and (4) neces-
sary investments. It employs a limited num-
ber of key indicators and does not require 
specific knowledge in thermal physics, 
economics and/or construction. The meth-
odology is based on directly computing 
changes in the aforementioned target vari-
ables, including in the simulation only those 
aspects that are affected by the retrofitting 
process.

The proposed methodology allows for 
flexible, rapid, and sufficiently accurate and 
objective simulation of the potential and 
benefits of various renovation projects and 
their variants at the pre-design stage, as well 
as their comparison in terms of efficiency 
from various perspectives.

The methodology is intended for use 
by: (1) national authorities to control and 
monitor the implementation of national pro-
grammes under FF55, including one-stop 
shops [4], (2) municipalities to streamline 
the sustainable planning and management 
of the urban heating systems, and (3) own-
ers and managers of buildings and local 
heating systems to maintain properties.

2. MATERIALS AND METHODS

2.1. Basics of the Methodology

So far, no universal, user-friendly model 
has been developed for simulating entire 
urban heating systems. The number of driv-
ers is vast, including the specific locations 
of buildings and heat sources (HSs), as well 

as the unique topography of each city’s DH 
network. Physical causal relationships are 
week between most of the parameters of 
system components, and often between the 
indicators of each component. Therefore, it 
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is impossible to mathematically determine 
the key drivers of the overall heating process 
(e.g., using algorithms described in [29]), 
only specific, narrower tasks can be solved 
(e.g., [28]). Instead, evaluations have been 
performed on a per-element basis to identify 
and exclude less significant entities and their 
indicators from the calculations.

EU policy documents and the following 
normative and financial conditions of the 
renovation projects are primarily focused 
on achievable saving in consumption of 
heat (∆Q) and primary energy resources 
(∆R), reductions in dominant CO2 emis-
sions (∆E) and heating costs (∆C). This 
focus allows for the use of direct computing 
of these changes within the methodology’s 
algorithm [30], [31]. This approach offers 
a significant comparative advantage over 
calculations of heat consumption before 
and after retrofitting. Aspects unaffected 
by retrofitting actions, such as building 
orientation (solar heat gains), their func-
tionality (internal heat gains and hot water 
consumption), DH network configuration 
and temperature regime, fixed costs of heat 
production, can be ignored. This algorithm 
significantly reduces the number of key 
indicators and effectively minimises uncer-
tainties in the calculations, thereby enhanc-
ing both accuracy and simplicity.

The methodology is intended for the 
integration of many potential urban heat-
ing system reconstruction projects, form-
ing a long-term retrofitting programme. 
The analysis of each project variant and 
the search for the optimum solution for the 
individual project, as well as the overall 
optimum of the programme, can be con-
ducted at the pre-design stage to achieve set 
goals at the lowest possible cost, following 
the principle of an innovative sandbox.  

Given the typically short deadlines for 
submission of project application, the pre-
design stage prioritises quick, simplified 

computations for comparative assessment 
of project variants over high accuracy. 
Therefore, the simulation uses the mini-
mum possible number of indicators. 

Figure 1 illustrates the methodol-
ogy applied to the simulation of a virtual 
urban heating system retrofitting project. 
The project involves renovating a block 
of seven buildings B1–B7. Each reno-
vated building achieves a reduction in heat 
energy demand denoted as ∆QB, except for 
building B7, which will not be renovated 
(∆QB7=0). Local heat sources (LHSs) are 
used in buildings B1 and B4. Buildings B2, 
B3, B5, B6 and B7 are connected to the DH 
network via inlet pipes, with nominal diam-
eters (DB) and lengths (LB). Many blocks of 
buildings connected to the DH network will 
not be renovated within this specific proj-
ect. The network is connected to the cen-
tralised heat source (CHS); heat loss from 
pipes Qlsec occurs in each network section, 
with the total network losses being Qlnet. 

After the project completion, the heat 
sources (HSs) generate the necessary 
amounts of thermal energy reduced by 
∆Qsup and correspondingly emit reduced 
amounts of CO2. The ∆Qsup for LHSs, equal 
to heat energy savings ∆QB1 and ∆QB4, 
respectively, do not affect the calculations 
for centralised heating; they are included 
when calculating the total reduction in 
the project’s thermal energy consumption 
∆Qproj.

The methodology does not require spe-
cialised information, as all necessary data is 
available:
•	 City-level indicators are available in 

normative documents:
-- heating period for DH – Pheat [days/

year];
-- minimum temperature during the 

heating period – Tmin [°C];
-- average temperature during the 

heating period – Tout [°C].
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•	 Energy performance certificates for 
properties are mandatory documents [4] 
meticulously prepared by qualified pro-
fessionals; they provide comprehensive 

qualitative data essential for evaluating 
the energy performance of buildings; 
their relevant supporting documents are 
also available.
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Fig. 1. Virtual urban heating system’s retrofitting project. Developed by the authors. 

•	 DH network operators possess: 
-- topographic and constructive data 

of the network and pipes;
-- hot water supply period – Phw [days/

year].
•	 CHS operator have data on centralised 

heat production. 
•	 Building managers have data on LHS 

and their operation.

The methodology assumes that efficient 
heat production and transmission/distribu-
tion has been ensured:

•	 heat sources have been technologi-
cally retrofitted, their thermal efficiency 
meets current standards, and they are 
properly maintained and operated; 

•	 DH network’s pre-insulated pipes com-
ply with the norms [32]; they have been 
constructed according to the maximum 
heat load.

The methodology does not cover the 
reconstruction of the internal pipe net-
work of buildings, as well as changes in the 
topography of the DH network.

2.2. Renovation of Buildings  

In the context of data processing, a 
building is a complex system consisting of 
technologically and structurally related ele-
ments, such as walls, windows, doors, roof, 
foundation, ventilation systems as well as 
technical systems. However, in context of 
thermal efficiency, the interactions between 
elements are week. Therefore, each element 
can be evaluated separately, and achieved 
individual benefits can be summed using an 

empirical generalised coefficient η. 
The building-level indicators used in 

the methodology are available from energy 
certificates:  
•	 heated area – A [m2];
•	 heated indoor volume – V [m3];
•	 indoor temperature – Tind [°C];
•	 specific thermal energy consumption 

for heating before renovation – Qspec 
[kWh/m2/year].



30

If a building has several different wall 
constructions, windows, exterior doors, etc., 
the data input of each individual variant of 
these elements is provided. The reduction 
of heat loss for each corresponding element 
∆Qelem is calculated by summing up the 
savings of the specific constructive entities.

Renovation of windows and exterior 
doors involves replacing them with higher 

quality ones that have lower thermal trans-
mittance Unew [W/(m2*K)] compared to the 
initial ones (Uini). Since the overall heat 
transfer variances due to different window 
frames and exterior door constructions are 
small, if the area of the elements Selem [m2] 
does not change during the renovation, then 
the reduction of transmission heat losses 
∆Qtrans can be calculated as follows:

∆Qtrans = 24 * 10-6 * Selem * (Tind – Tout) * Pheat * (Uini – Unew)  [MWh/year]. 	  (1)

The reduction of heat loss for replacing 
external doors:

∆Qdoor = ∆Qtrans.

Replacing windows automatically 
reduces air infiltration into the room and, 
therefore, heat loss, as gaps are reduced. 
Reduction of ventilation heat losses ∆Qwvent 
can be calculated as follows:

∆Qwvent = 0.34 * 0.6 * 24 * 10-6 * V * Pheat * (Tind – Tout) * (1 – Kw)   [MWh/year],           (2)

where Kw, when replacing the old wooden windows, is set to 0.8, while for replacing old 
PVC windows, Kw is set to 0.9.

The total reduction of heat loss for replac-
ing windows can be calculated as follows:

∆Qwind = ∆Qtrans + ∆Qwvent  [MWh/year].   	  (3)

Renovation of external walls, roofs/
ceilings and foundations/basements 
involves covering them with thermal insu-
lation materials, which have much lower 
thermal conductivity than the constructive 
materials (concrete, bricks, etc.). The ther-
mal conductivities of insulation materials 
(polystyrene foam, stone/mineral wool, 

wood fibre, etc.) differ only slightly, so 
an average value λ  =  0.04  [W/(m*K)] is 
assumed in the computing. Consequently, 
only the thickness d [m] of the thermal 
insulation material is used as a driver. 
The reduction of heat loss ∆Qelem (specif., 
∆Qwalls, ∆Qroof, ∆Qfound) due to insulation 
can be calculated as follows: 

∆Qelem = 24 * 10-6 * Selem * (Tind – Tout) * Pheat * (Uconstr – Ucins)  [MWh/year], 	  (4)

where Uconstr – thermal transmittance of the constructive material [W/(m2*K)]; 
Ucins – thermal transmittance of the insulated element [W/(m2*K)]:
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Ucins = 1/((1/Uconstr) + d/0.04).	  (5)

Retrofitting ventilation system should 
be planned for buildings with only natu-
ral ventilation. The heat savings ∆Qvent 
achieved by installing a mechanical ventila-
tion system with recuperation can be calcu-

lated, assuming an air heat capacity of 0.34 
[Wh/m3/⁰C] and an average air change rate 
before renovation of 0.6 [1/h]. The heat sav-
ings will be as follows:

∆Qvent = 0.34 * 0.6 * 24 * 10-6 * V * Pheat * (Tind – Tout) * (1 – Kf)   [MWh/year],	    (6)

where: Kf – coefficient determined by the functionality of the building; in the case of multi-
apartment building local wall-mounted heat recovery units are typically installed, resulting 
in Kf = 0.5, while for buildings with other functionalities, a centralised ventilation system is 
developed, leading to Kf = 0.2.

Improvements to the technical systems 
of buildings encompass various automa-
tion and control technologies that optimise 
heating and ventilation to increase smart 
readiness level of buildings [4]. Estimates 
of potential heat savings vary. Source [33] 
reports savings between 7 % and 34 % in 
energy for heating, ventilation, and air con-
ditioning. Telia analysts estimate an aver-
age reducing of about 13 % in heat energy 
consumption for residential and office 
buildings, schools, and libraries in Northern 
Europe and the Baltic States, constructed 
before 1965 [34], through comprehensive 

system modernisation. Assuming that the 
modernisation of the technical systems of 
buildings in Latvia will not be carried out 
completely everywhere, and the indoor 
climate control settings may not be fully 
utilised, a conservative estimate predicts 
savings ∆Qtsyst of 10 % in thermal energy 
consumption for renovated buildings.

Reduction in heat consumption ∆QBC 
obtained due to renovation of building con-
structive elements is as follows:

∆QBC = δ * ∑∆Qelem,	  (7)

where

∑∆Qelem = ∆Qwalls + ∆Qwind +∆Qdoors + ∆Qroof + ∆Qfound + ∆Qvent,	  (8)

δ – empirical factor of interactions of elements renovation:
in case of renovation of any one element  δ = 1;
in case of renovation of several elements and ∆Qvent = 0,  δ = 0.85;
in case of renovation of several elements and ∆Qvent > 0,  δ = 0.75.

If total building thermal energy con-
sumption for heating before renovation is 
denoted as Q:

Q = 10-3 * Qspec * A [MWh/year],

then ∆Qtsyst = 0.1 * (Q – ∆QBC),	 (9)

and total reduction in heat consumption 
∆QBE obtained due to renovation of build-
ing elements is as follows: 

∆QBE = ∆QBC + ∆Qtsyst.	  (10)

Accordingly, the maximum heat load of 
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the building at the minimum temperature of 
the heating period Tmin decreases from the 

pre-renovation size Qhl by ∆Qhl; it will be: 

Qhl – ∆Qhl = (Q – ∆QBE) * (Tind – Tmin)/(24 * Pheat * (Tind – Tout))  [MW]. 	  (11)

The necessary investments Celem for 
renovation of building elements are calcu-
lated as follows: 

Celem = Nelem * Cspelem  [EUR],                            (12)

where
Nelem – size of the element [m2]; size of 

heated area A is used for ventilation and 
technical systems, size of area S – for other 
elements;
Cspelem – specific renovation costs [EUR/m2]; 
a library of indicative data is added to the 
methodology for use by default; users can 
enter another value of Cspelem.

2.3. Reconstruction of District Heating Network

Implementing ambitious energy effi-
ciency programmes significantly reduces 
heat consumption in renovated buildings, 
thereby decreasing the load on DH net-
works. This creates a potential opportunity 
for additional heat savings by reconstruct-
ing the network and reducing heat losses.

Developing a universal user-friendly 
model to simulate an entire DH network is 
practically impossible. Several drivers of 
the model, e.g., the locations of buildings 
and CHSs, as well as the network’s topogra-
phy, are too specific for each city. However, 
it is possible to create a simplified model for 
individual network sections that provide a 
heat carrier flow to the buildings being ren-
ovated. The general assumptions for such a 
model are as follows:
•	 flows in the network sections are 

assumed to be constant, corresponding 
to the thermal energy load of the respec-
tive consumers;

•	 the dimensions (internal nominal diam-
eters Dnom) of the existing pipes are 
chosen adequately, ensuring that the 
overall maximum load for heating and 
hot water supply is greater than the 
maximum heat load of the next thinner 
standard pipes.

Heat loss from pipes is determined by 
the thermal insulation and its thickness, the 
outer surface area of the pipes, and the tem-
perature difference between the heat carrier 
and the external environment (ground). A 
decrease in heat demand by ∆QBE results in 
a decrease in heat mass transfer and flow rate 
of the heat carrier, which affects hydraulic 
processes, but has a negligible effect on the 
thermal conductivity and heat loss.

However, in the event of a massive 
building renovation, the maximum required 
heat load of a network section (∑Qhl of sup-
plied buildings) may decrease to a level that 
can be provided by thinner pipes. Reducing 
the size of pipes during network reconstruc-
tion is the only viable activity for reducing 
heat loss in the section Qlsec by the ∆Qlsec.

Two complex indices have been devel-
oped to simulate the thermal regime in DH 
sections consisting of supply and return 
pipes; the Dnom is the key driver of both 
indices (see Table 1). One of these indices 
Specific Heat Losses from the pipes Floss 
[W/m] is determined by the construction 
parameters of standardised pre-insulated 
pipes: 

Floss = f{Dnom, Cs, Ains, Uins} [W/m],   (13)
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where
Cs – wall thickness of the metal pipes [mm];
Ains – the thickness of the insulation layer 
[mm];
Uins – thermal transmittance (U-value) of 
the insulation [W/(m2*K)].

An index Maximum Heat Load Fhl 
[MW] for a pipe of a nominal diameter Dnom 
is determined by the operating regime of the 
DH network. The latter is similar enough 
across all networks in the country, so the 

index can be equalised nationally. To have a 
reasonable reserve for the heat carrier flow, 
Fhl is set at 80 % of the theoretical maximum.

Fhl = f{Dnom, Tsup, Tret, Vcar} [MW],   (14)

where
Tsup – the average temperature of the heat 
carrier in the supply pipe (70 °C by default];
Tret – the average temperature of the heat 
carrier in the return pipe (30 °C by default);
Vcar – optimal flow rate of the heat carrier 
[m/sec].

Table 1. Complex Indices for Simulating Heat Transfer in DH Network Pipes

Internal nominal diameter Dnom [mm] Maximum Heat Load Fhl [MW] Specific Heat Losses Flos [W/m]
25 0.04 14.93
32 0.06 15.09
40 0.10 18.62
50 0.21 20.16
65 0.36 23.93
80 0.54 26.42
100 0.84 25.88
125 1.64 30.47
150 2.37 35.54
200 4.21 39.78
250 7.89 37.56
300 11.36 44.20
350 15.47 50.47
400 20.20 53.80
450 29.83 53.07
500 36.83 50.01
600 53.03 62.49
700 72.18 72.99
800 107.75 83.71
900 136.37 95.44
1000 168.36 107.48

The algorithm for calculating the poten-
tial ∆Qlsec in the network section is as fol-
lows:

1.	 identify the sections, through which 
heat is supplied to buildings to be reno-
vated;

2.	 determine the reduction in heat supply 
for each of these sections ∆Qsupsec:

∆Qsupsec = ∑∆QBE;	  (15)

3.	 calculate the reduction in maximum 
heat load ∆Qhlsec by transforming the 
expression (11):

∆Qhlsec = Qsupsec * (Tind – Tmin)/(24 * Pheat * (Tind – Tout))  [MW];	  (16)
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4.	 calculate the reduced maximum heat 
load Fhlsec, assuming that the initial 
maximum heat load before the recon-
struction Fhlini is equal to maximum 
heat load for the used pipes (the worst 
case for transition to thinner pipes):

Fhlsec = Fhlini – ∆Qhlsec   [MW];

5.	 evaluate the possibility to choose thin-

ner pipes, which maximum heat load is 
Fhlthi, if:

Fhlsec < Fhlthi; 

6.	 calculate the reduction of heat loss 
∆Qlsec obtained from the replacement 
of both supply and return pipes for the 
entire time Phc, while there is a hot heat 
carrier in the pipes:

∆Qlsec =24 * 10-6 * Lsec * (Flosini – Flosthi) * Phc    [MWh/year],	  (17)

where:
Lsec – section pipe length [m];
Flosini – initial specific heat losses from the section pipes [W/m]; 
Flosthi – specific heat losses from thinner section pipes [W/m];
Phc = max {Pheat, Phw}.				     

The total heat energy saving in the DH 
network ∆Qlnet is calculated by summing up 
the heat loss reductions in all sections:

∆Qlnet = ∑∆Qlsec [MWh/year].	  (18)

The necessary investments Csec for 
replacement of network sections are calcu-
lated as follows: 

Csec = Lsec * Csppipe [EUR],		

where 
Csppipe – specific replacement costs 
[EUR/m]; a library of indicative data is 
added to the methodology for use by default; 
users can enter another value of Csppipe.

2.4. Reconstruction of Heat Sources

Renovating buildings and reconstruct-
ing DH network pipes reduce overall heat 
consumption by ∆Qproj. However, the CO2 
emissions associated with heating are pro-
duced as a by-product when HSs convert 
primary energy into thermal energy.

The production and supply of required 
amount of heat Qsup are the key functions 
of any HS, indicating its efficiency and suit-
ability. For CHS, Qsup is the amount of heat 
energy measured by the output gauge and 
transferred through the network for con-
sumption by both renovated in the specific 

project and unrenovated buildings. In the 
case of LHS, there is usually no such meter, 
so the heat consumption recorded in the 
energy performance certificate of the rele-
vant building is used as Qsup for computing. 

In each HS, the amount of produced and 
supplied heat is reduced by ∆Qsup due to the 
renovation of buildings and the reconstruc-
tion of network sections. Consequently, the 
consumption of primary energy resource 
has decreased by ∆R, leading to a reduction 
in CO2 emissions by ∆E:

∆R = ∆Qsup/η    [MWh/year]
∆Qproj = ∑∆Qsup = ∑∆QBE + ∑∆Qlnet [MWh/year]  
∆E = α * ∆R = β * ∆Qsup   [kg/year],        	      (19)
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where parameters, which are normatively determined [35] or technologically achievable 
(Table 2):
η – coefficient of performance of a typical HS using the relevant primary resource;
α – emission factor of the primary resource [kg/MWh];
β = α/η – emission indicator of the primary energy resource [kg/MWh]. 

If several primary energy resources Rp 
are used for heat production, β is combined 
considering the specific weight ¥p of the 
reduction in each primary resource con-

sumption ∆Rp in the total primary resource 
saving ∆R; in this case:

β = ∑βp * ¥p.

Table 2. Indicative Parameters of Primary Energy Resources

Primary energy resource η α [kg/MWh] β [kg/MWh]

Natural gas 0.92 202 220

Wood chips 0.8 40 50

Diesel 0.9 267 296

Wood pellets 0.85 40 47

LPG 0.9 227 252
Solar energy 0.98 0 0
Electricity 0.98 109 111

Expression (19) shows that there is 
also another driver, which determines the 
reduction of emissions ∆E – the emission 
indicator of the primary energy resource 
β. To achieve maximum benefits, the heat 
demand, which is reduced by ∆Qsup by 
retrofitting, could be produced utilising a 
higher quality (greener) primary resource 
with lower emission indicator βq. Then the 
initial amount of CO2 emissions decreases 
by ∆E:

∆E = (β– βq) * Qsup + βq * ∆Qsup [kg/year].   (20)

As can be seen: 

•	 if primary energy resource or its struc-
ture has not been changed: βq = β;

•	 if only primary energy resource or its 
structure has been changed: ∆Qsup = 0.

The transition to a greener energy 
resource requires the replacement of heat 
source equipment; need investments depend 
on the type of primary resource to be used; 
a library of indicative data is added to the 
methodology for use by default; users can 
enter another value. The investment pay-
back is included in the heat energy costs 
during the payback period.

3. RESULTS AND DISCUSSION

The total heat consumption savings due 
to building renovation ∆QB (fig. 1) is com-
puted as follows:

∆QB = ∆QBE + ∆Qlinsec	 [MWh/year], (21)

where ∆Qlinsec – reduction of heat loss 

obtained from the replacement of inlet sup-
ply and return pipes. 

The specific energy consumption for 
heating after renovation Qspecren:

Qspecren = Qspec – 103 * ∆QBE/A  [kWh/year].    (22)
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Achieved primary energy saving ∆RB:

∆RB = ∆QB/ηq  [MWh/year],	  (23)

leading to a reduction in dominant CO2 

emissions by ∆EB (see (20)).

The necessary investments CB for ret-
rofitting and changes in heating costs for 
the specific building are calculated as 
usual, necessary libraries of indicative data 
are added to the methodology for use by 
default. The retrofitting costs and prices 
of the primary energy resources and tech-
nologies are factors that will determine the 
economic basis of the project. The meth-

odology foresees indicative costs available 
to the user by default. Since the costs are 
particularly volatile in large amplitudes, the 
user is invited to enter specific costs at a 
place and time. 

The total benefits of the project and/or 
programme are calculated by summing up 
the benefits from buildings and/or projects. 
The investment payback period used for the 
calculation of the reduction in heating tar-
iffs is assumed by default for expenses for 
renovation of buildings and reconstructed 
pipelines of the heat supply network – 20 
years, for replacing the heat source – 10 
years; periods are subject to change at the 
management’s discretion.

 

Fig. 2. Computational tests of the methodology. ∆M – the relative difference of the  
methodology calculation from the full calculation. Renovation scale:  

W15 – 15 cm wall insulation, R20 – 20 cm roof insulation,  
B10 – 10 cm basement insulation, W0.8 – double-paned windows (U=0.8),  

VC – central mechanical ventilation, VL – local ventilation units. Developed by the authors.

The computational testing of the meth-
odology confirms that calculation errors 
using the proposed methodology for build-
ings to be renovated typically do not exceed 
10  % (Fig. 2). Differences of computed 
∆Qlsec values do not exceed 7–8 %; they 
are most affected by the use of default tem-
peratures Tsup and Tret. After the wider 
application of the methodology and data 
collection, the possibility of user determi-
nation should be re-examined.

The obtained benefits from building 

renovation are very individual, it is recom-
mended to check the possible options for 
each building. Figure 3 illustrates the sig-
nificant potential offered by the methodol-
ogy in selection of the optimal renovation 
variants, acting as an innovation sandbox. 
By varying the renovation tactics, the user 
can find the most efficient project option to 
achieve the determining benefit – maximum 
reduction of CO2 emissions, economic effi-
ciency of the project, or another one.
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Fig. 3. Optimal price/performance ratio insulating walls. 
Developed by the authors.

To reduce the diameter of the pipe 
Dnom by one standard size, the amount of 
transported heat must decrease by at least 
40–60  % (see Fig. 4). It should be noted 
that, in a general case, not all buildings, 
to which the heat is supplied through this 
section, will be renovated. Moreover, the 
consumption of hot water in the buildings 
remains unchanged, which adds up to the 

heating consumption. Therefore, savings 
∆QBE in the buildings under renovation 
must be increased even more. It means that 
the greatest chance of achieving a reduction 
of the maximum heat load, which allows 
transition to the thinner pipe, is in the build-
ing’s inlet pipelines (DB, LB in Fig. 1), 
which connect the building under renova-
tion to the DH trunk pipelines. 

Fig. 4. The obtained loss reduction ∆Qlsec in the DH section due to 
reduction in heat energy consumption ∑∆QBE. 

Developed by the authors.

In fact, only the inlet pipelines or LHSs 
of the buildings to be renovated can be fully 
attributed to the building renovation proj-
ect. Only reducing heat production in CHS 
would be possible in building renovation 
projects. The reconstruction of trunk sec-

tions of DH networks and transitioning to 
a greener primary energy resource in CHSs 
typically must be carried out within the 
framework of special projects. Naturally, 
the described methodology can be used for 
pre-design evaluations.
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4. CONCLUSIONS

Balancing green initiatives and sustain-
able socio-economic development in the 
context of FT55 and other EU-wide poli-
cies is a challenge for EU national govern-
ments and municipalities, as well as for 
citizens and entrepreneurs. The described 
methodology for simulating urban heating 
system retrofitting projects aims to develop 
and implement projects that maximally bal-
ance the interests of all stakeholders. For 
this purpose, the methodology: (1) manages 
all components of the overall urban heating 
system, (2) is designed to meet the require-
ments of relevant projects and available 
funding options,  (3) allows for the combi-
nation of multiple individual projects, (4) 
provides objective and sufficiently accurate 
results for the initial simulation and evalua-
tion of project variants, (5) does not require 
specific knowledge in thermal physics, 

economics, or construction, ensuring user-
friendliness, and (6) utilises a limited num-
ber of indicators to streamline the simula-
tion process. 

The major end users of the methodol-
ogy would be: (1) municipalities and local 
public institutions to streamline the sustain-
able planning and management of urban 
heating systems and to facilitate interaction 
with owners of infrastructure and local heat-
ing systems enabling balanced actions and 
the identification of priorities, (2) national 
authorities for monitoring the national 
implementation of FF55, strategic planning 
and management of the energy efficiency, 
ensuring operation of one-stop shops and 
addressing climate and environmental chal-
lenges, and (3) citizens and businesses to 
make objective decisions for sustainable 
managing their properties.
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This study explores the laser-induced hydrothermal synthesis of ZnO nanostructures, 
focusing on the influence of various growth parameters. Using a laser to locally heat the 
synthesis solution, we achieved controlled growth of ZnO nanostructures. We examined the 
effects of laser power, exposure time, reagent concentration, and the addition of polyethyl-
eneimine (PEI) on the morphology and distribution of the nanostructures. Results indicate that 
higher laser powers and extended exposure times lead to increased nanostructure diameters 
and heights, though they also introduce growth instability. Lower reagent concentrations pro-
duce needle-like structures, while higher concentrations yield larger but irregular formations. 
The addition of PEI accelerates growth, resulting in longer nanorods with reduced height vari-
ation but causes a chaotic structural arrangement and the formation of parasitic nanostructures. 
These findings underscore the critical role of growth parameters in tailoring the properties of 
ZnO nanostructures for potential applications.

Keywords: Nanorods, nanostructures, zinc oxide.

1. INTRODUCTION

Zinc oxide (ZnO) nanostructures are 
used in a variety of applications due to 
their unique properties, such as high elec-
tron mobility, wide bandgap, and strong 
room-temperature luminescence  [1]. They 

are extensively used in electronics [2] as 
transparent conductive oxides for touch-
screens [3], LCDs, and thin-film transistors 
[4]. In photovoltaics, ZnO nanostructures 
serve as a transparent electrode and active 
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layer in dye-sensitized solar cells [5]–[7]. 
They are also critical in sensors [8], [9], 
detecting gases, UV light, and biologi-
cal substances due to their high sensitivity 
and fast response. In the biomedical field, 
ZnO nanostructures are employed for their 
antibacterial and anticancer properties [10], 
[11], enabling drug delivery and bioimag-
ing applications. Additionally, they are used 
in photocatalysis [12] for environmental 
remediation and in cosmetics for UV pro-
tection due to their effective UV absorp-
tion capabilities. The key properties of ZnO 
include a high binding energy of 60 meV, a 
wide bandgap of about 3.37 eV, excellent 
thermal and chemical stability, and piezo-
electric characteristics, making them versa-
tile for various technological applications 
[13].

The use of ZnO nanostructures instead 
of thin films is very popular: nanostructur-
ing of the electrode surface makes it pos-
sible to increase the sensitivity of the sensor 
by increasing the surface area, as well as to 
chemically activate and functionalize the 
electrode [14]. 

Various methods are used to obtain ZnO 
nanostructures, such as the sol-gel method 
[15], where a solution system transitions 
from a liquid “sol” to a solid “gel” phase, 
forming nanoparticles, nanorods, or nano-
fibers. Chemical vapour deposition (CVD) 
[16] involves gaseous precursors reacting 
on a substrate to deposit ZnO as thin films, 
nanowires, and nanotubes. The precipita-
tion method [17] entails a chemical reaction 
in solution that results in ZnO precipitates, 
which can be collected as nanoparticles. 
Electrochemical deposition [18], [19] uses 
an electric field to deposit ZnO onto a sub-
strate, forming nanorods and nanowires. 
Additionally, microwave-assisted synthesis 
[20], [21] employs microwave radiation to 
rapidly produce ZnO nanostructures, and 
thermal evaporation involves vaporizing 

ZnO and condensing it to form nanostruc-
tures like nanowires and nanobelts.

The hydrothermal method [22], [23] is a 
widely used technique for synthesizing ZnO 
nanostructures with diverse morphologies, 
including nanoparticles, nanorods, nanow-
ires, nanotubes, nanosheets/nanoplates, 
nanoflowers, nanocubes, and nanostars. 
The morphology obtained depends on the 
specific conditions and parameters used in 
the synthesis process. The key principles 
of the hydrothermal method involve crys-
tallizing substances from high-temperature 
aqueous solutions at high vapour pressures.

In the hydrothermal method, precursor 
materials are first dissolved in water or an 
appropriate solvent to form a homogeneous 
solution. This solution is then transferred to 
an autoclave, a sealed high-pressure vessel, 
which is heated to a temperature above the 
boiling point of the solvent, typically rang-
ing from 100 °C to 300 °C or higher. The 
heating increases the vapour pressure inside 
the autoclave, creating a high-pressure 
environment crucial for crystallization.

As the temperature and pressure rise, 
the solution becomes supersaturated, lead-
ing to the nucleation of nanocrystals. The 
high temperature accelerates reaction kinet-
ics, promoting the growth of nanostruc-
tures. Various parameters, such as tempera-
ture, pressure, reaction time, concentration 
of precursors, and the presence of surfac-
tants or additives, can be controlled to tune 
the morphology of the nanostructures. Sur-
factants or capping agents can direct the 
growth into specific shapes.

After the reaction time is completed, 
the autoclave is cooled to room tempera-
ture, and the resulting nanostructures are 
collected by centrifugation or filtration and 
washed to remove any unreacted precursors 
or by-products.

The hydrothermal method offers several 
advantages, including high purity due to the 
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closed system, which minimises environ-
mental contamination, and the formation of 
highly crystalline materials. It is versatile, 
allowing for the synthesis of a wide range 
of materials, including oxides and sulfides, 
with precise control over the shape and size 
of the nanostructures.

Overall, the hydrothermal method is a 
powerful technique for producing a diverse 
array of nanostructures with controlled 
morphologies and desirable properties for 
various technological applications.

Hydrothermal synthesis is most often 
used to obtain ZnO nanostructures, but in 
the general case, using this method, nano-
structures grow on the entire surface of the 
sample. Selective nanostructure patterning 
is employed in a wide range of advanced 
technological applications where precise 
control over material placement and organ-
isation is critical [24], [25]. In electronics, it 
is used to fabricate high-performance tran-
sistors [26], [27], sensors [28], and memory 
devices, where patterned nanostructures 
enhance device efficiency and miniaturi-
sation. In photonics, selective patterning 
enables the creation of photonic crystals 
and waveguides that manipulate light for 
applications in optical communication and 
sensing [29]. In biomedical fields, patterned 
nanostructures are used to develop biosen-
sors [30], [31] and diagnostic devices [32], 
[33] with high sensitivity and specificity, as 
well as in tissue engineering to create scaf-
folds that mimic the extracellular matrix for 
improved cell growth and differentiation. 
Additionally, selective patterning is crucial 
in energy applications, such as fabricating 
patterned electrodes [34] for batteries and 
supercapacitors to improve charge storage 
and transfer, and in solar cells to enhance 
light absorption and conversion efficiency 
[35]. The ability to precisely pattern nano-
structures also finds use in environmental 
monitoring [36], where it aids in the devel-

opment of highly responsive and selective 
chemical and gas sensors.

In order to simultaneously obtain coat-
ings of different materials and/or morpholo-
gies on the same electrode, methods are 
needed to synthesize zinc oxide locally and 
in a controlled manner. Selective pattern-
ing of ZnO nanostructures can be achieved 
through several methods, enabling precise 
placement and organisation of these nano-
materials on substrates. Photolithography is 
a common technique where a photoresist is 
patterned using UV light through a mask, 
followed by selective growth [37] or depo-
sition of ZnO in the exposed areas. Electron 
beam lithography [38] offers higher resolu-
tion by using focused electron beams to cre-
ate patterns on an electron-sensitive resist, 
allowing for fine-scale ZnO nanostructure 
placement. Soft lithography [39], [40], 
involving elastomeric stamps, can trans-
fer ZnO patterns onto substrates through 
microcontact printing or moulding tech-
niques. Another method is inkjet printing 
[41], [42], which deposits ZnO nanoparticle 
inks directly onto substrates in defined pat-
terns, providing flexibility and scalability. 
Additionally, self-assembly techniques 
[43], [44], such as using block copolymers 
or templates, can guide the organisation of 
ZnO nanostructures into specific patterns 
without the need for external lithographic 
methods. Each of these techniques offers 
distinct advantages in terms of resolution, 
scalability, and complexity of patterns 
achievable, facilitating the integration of 
ZnO nanostructures into various electronic, 
photonic, and sensing applications. 

Laser-induced hydrothermal synthesis 
[45], [46] is an innovative technique that 
utilises laser irradiation to facilitate the 
hydrothermal synthesis process, offering 
advantages such as precise control over 
nanostructure morphology, reduced reac-
tion times, and improved crystallinity. In 
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this method, a laser beam is focused onto 
a precursor solution contained in a high-
pressure reaction vessel, inducing localised 
heating and accelerating the hydrothermal 
reaction. The laser’s energy is absorbed by 
the solution, increasing its temperature and 
pressure in the irradiated region, leading to 
nucleation and growth of nanostructures. 
By controlling parameters such as laser 
power, irradiation time, and focal spot size, 
researchers can tailor the size, shape, and 
distribution of the synthesised nanostruc-
tures with high precision. This technique 
is particularly beneficial for synthesising 
complex nanostructures such as nanowires, 
nanorods, and hierarchical architectures. 
Moreover, the localised heating provided 
by the laser enables rapid heating and cool-
ing cycles, resulting in shorter reaction 

times compared to conventional hydrother-
mal methods. The enhanced crystallinity of 
the synthesised nanostructures is attributed 
to the uniform heating and rapid nucleation 
achieved through laser irradiation. Laser-
induced hydrothermal synthesis holds great 
promise for various applications including 
catalysis, sensing, energy storage, and bio-
medical devices, where precise control over 
nanostructure morphology and properties is 
crucial for optimising performance.

This publication is devoted to study-
ing the influence of laser-induced synthe-
sis parameters on the morphology of ZnO 
nanostructures and exploring the possibil-
ity of using the resulting coating to create 
complex-shaped sensors with a selective 
nanostructured coating.

2. MATERIALS AND METHODS

2.1. Materials

For the synthesis of nanostructures, the 
following reagents were utilised: zinc nitrate 
hexahydrate Zn(NO3)2·6H2O (CAS#10196-
18-6), hexamethylenetetramine (HMTA) 
C6H12N4 (CAS# 100-97-0) and branched 

PEI (CAS#25987-06-8) with purity up to 
99  %  where purchased from Merck . All 
morphological samples were prepared on 
pre-cleaned 76 × 26 mm glass plates and 
coated with Cr thin layer.

2.2. Process of Synthesis

The fundamental principles underlying 
the synthesis of ZnO nanostructures rely on 
chemical reactions occurring in an aqueous 
solution at elevated temperatures, typically 
reaching up to 90 °C. Nanostructure growth 
is facilitated by equimolar solutions of 
Zn(NO₃)₂ and HMTA (hexamethylenetetra-
mine). In this process, zinc nitrate acts as 
the source of Zn ions, while HMTA creates 
a mildly alkaline environment. The reac-
tions during this process are represented by 

the following equations [47], [48]:

C₆H₁₂N₄ + 10H₂O ⇌ 6CH₂O + 4NH₄⁺ + 4OH⁻;   (1)

Zn²⁺ + 2OH⁻ ⇌ Zn(OH)₂ ⇌ ZnO + H₂O.     (2)

ZnO nanostructures exhibit distinct 
anisotropic growth rates across different 
crystallographic planes (v(0001) > v(10̅10) 
> v(10̅1̅1) > v(10̅11) > v(000̅1)). Follow-
ing the principle of energy minimisation, 
predominant growth occurs along the verti-
cal axis perpendicular to the (0001) plane, 
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resulting in vertically aligned hexagonal 
nanorods. To achieve hydrothermal syn-
thesis, maintaining a sufficiently high tem-
perature is crucial. Localised hydrothermal 
synthesis can be achieved by selectively 
heating the substrate at specific points while 
keeping the rest of the sample at tempera-
tures insufficient for synthesis. Laser beams 
are effectively employed for localised heat-
ing. When a laser beam is directed onto the 
sample surface, the material absorbs the 
energy, converting it into heat. This local-

ised heating raises the temperature of the 
substrate, transferring stored energy to the 
surrounding solution volume, creating the 
necessary temperature for hydrothermal 
synthesis in that area. The dimensions of 
the heated point are dictated by the thermal 
conductivity of the substrate material. 

Since the laser beam is localised on 
a small area, the heating of the substrate 
occurs at one point, the dimensions of 
which are determined by the thermal con-
ductivity of the base material.

Fig. 1. Schematic illustration of laser-assisted hydrothermal synthesis of nanostructures.

Figure 1 illustrates the process of laser-
stimulated hydrothermal synthesis. In this 
method, a laser heats the synthesis point. As 
the primary component of the working solu-
tion is water, the synthesis medium exhibits 
favourable thermal conductivity and heat 
capacity. A focused laser beam with high 
energy density (up to 10⁴ W/cm²) facili-
tates vigorous heat exchange among the 
laser beam, the energy-absorbing substrate, 
and the surrounding liquid. Consequently, 
the working solution at the synthesis point 
reaches the temperature necessary for 
hydrothermal synthesis. Liquid convection 
initiates within the heated volume, facilitat-
ing both the transport of growth particles 
and the cooling of the substrate simultane-
ously, thereby constraining the size of the 
synthesized spot. 

The parameters of the resulting zinc 

oxide nano/microstructures can be modu-
lated by adjusting various factors such 
as laser beam exposure time, laser beam 
power, liquid composition, and reagent 
concentration. When the laser is integrated 
into a computer-controlled mechanical sys-
tem, complex patterns of nanostructures 
can be created. In this scenario, individual 
points form lines, and the formation of the 
pattern is orchestrated by moving the sub-
strate using a mechanised table. The mor-
phology of the resulting nanostructures can 
also be altered by adding various capping 
agents. For example, the addition of poly-
ethyleneimine (PEI) promotes an increase 
in the length of nanorods while decreasing 
their diameter [49]. PEI is a polar polymer 
with a large number of pendant (-NH₂) 
amino groups; it protonates in a wide pH 
range, usually carrying a positive charge, 
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and tends to precipitate on nonpolar, nega-
tively charged ZnO planes. The presence of 
PEI molecules blocks the growth of ZnO 
nanostructures along certain planes, con-
tributing to an increase in the length of the 

nanostructures. In this paper, four differ-
ent synthesis solutions were investigated, 
which were given names for convenience. 
The names and compositions of the solu-
tions are summarised in Table 1.

Table 1. The Employed Solutions and Concentrations of Substances Utilised in the Experiments

Sample name	 25 % 100 % 400 % PEI
Environment Distilled water
Zn(CH3CO2)2·2H2O 0.0125 M 0.05 M 0.20 M 0.05 M
(CH2)6N4 0.0125 M 0.05 M 0.20 M 0.05 M
(C2H5N)n - - - 0.20 M

The chosen solutions enable the assess-
ment of the impact of synthesis reagent 
concentration and the presence of polyeth-
yleneimine on the outcome of laser-stimu-
lated hydrothermal synthesis. Additionally, 
the influence of zinc oxide seeds on the syn-
thesis of nanostructures was investigated. 
The seed layer consisted of a 10 nm thick 
ZnO layer deposited via magnetron sputter-
ing using Kurt J. Lesker equipment. At such 

thicknesses, magnetron sputtering yields 
agglomerates of the substance uniformly 
distributed over the surface, serving as 
crystallization centres rather than a smooth, 
homogeneous coating. A specialised appa-
ratus was engineered for laser-stimulated 
hydrothermal synthesis, providing versatil-
ity in irradiating the substrate with a laser 
beam. The schematic of the equipment is 
illustrated in Fig. 2.

Fig. 2. Schematic representation of the setup for laser-induced hydrothermal synthesis.

The device includes the follow-
ing components: a Coherent laser Verdi 
V-6 laser with a 532 nm wavelength and 
power adjustable from 0 to 3 W, a Standa 
8MT177-100XY mechanical platform, 
an Owis PS35 mechanical platform con-
troller, a Thorlabs SC10 shutter, Ophir 
optical power meter, a photodiode, a pho-
todiode controller (ST Microelectronics 
STM32F103C8T6), lenses, and mirrors. 

The substrate is placed in a working synthe-
sis solution contained in a Petri dish, which 
is positioned on the mechanical platform 
to allow for precise movement position-
ing under the laser beam. The laser beam is 
modulated by a shutter and focused onto the 
substrate with a lens. An additional focus-
ing lens on a second mechanical platform 
allows for adjustment along the beam axis. 
Lenses with a long focal length (15 cm) are 
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used to ensure the focused beam is nearly 
plane-parallel, minimising the impact of the 
transition from air to the solution on focus 
focal plane. A beam splitter divides the 
focused beam into two parts: one part goes 
to a power meter to measure irradiation 
power, while the other part reflects off the 
substrate and is focused onto a photodiode. 
This setup allows for real-time monitoring 
of the synthesis process and visualisation 
of the substrate surface, enabling precise 
selection of the synthesis site – critical for 
manufacturing multisensors and selectively 
coating electrode sections with nanostruc-
tures. The entire apparatus is controlled by 
a computer, which manages the mechanical 
platform’s position (and thus the sample 
synthesis coordinates), modulates the laser 
beam via the shutter, and measures the 
reflected light intensity with the photodi-

ode. Adjustments to laser beam power and 
incident power measurement are were per-
formed manually based on incident power 
measurement.

The laser-stimulated hydrothermal syn-
thesis process involves a glass substrate 
with a 160 nm magnetron-sputtered chro-
mium layer in a Petri dish filled with the 
working synthesis solution (as detailed in 
Table 1). The bottom of the dish is irradi-
ated with a laser beam. Although the exact 
diameter of the beam’s focal point is not 
measured, it is assumed to be comparable to 
the diameter of the synthesised zinc oxide 
spot. Experiments were conducted by vary-
ing the laser beam power, exposure time, 
and solution composition. The results were 
analysed using SEM images of the samples 
(obtained with a Tescan Maya).

3. RESULTS AND DISCUSSION

Figure 3 shows the point and line image 
obtained at the following parameters: 100 % 

solution, time – 40 s, incident beam power 
of 50mW.

Fig. 3. Example of point and line obtained by laser-induced hydrothermal synthesis.

Since the process of synthesising a line 
differs from synthesising a point only in 
how the laser beam moves over the sam-
ple during synthesis, this paper focuses 
on the influence of various growth param-
eters using point growth as an example. As 

shown in Fig. 3, both the dot and the line 
exhibit clear boundaries that distinguish the 
nanostructured coating from the rest of the 
sample surface. No growth of zinc oxide 
structures is observed beyond these bound-
aries, indicating as a result of a tempera-
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ture threshold below which synthesis does 
not occur. The resulting nanostructures 
are well-ordered and vertically oriented. 
It is apparent that nanostructures closer to 
the edge have a significantly larger base 
diameter. In most cases, structures near the 
boundary have a larger diameter compared 
to those at the centre. This can be attributed 
to the temperature gradient formed dur-
ing base heating and the uneven supply of 
reagents, likely due to convection currents. 
The impact of synthesis time on the result-
ing nanostructures is illustrated in Fig. 4.

It is evident that a 10-second duration is 
sufficient for synthesising zinc oxide nano/
microstructures. Extending the duration fur-
ther increases the diameter of the resulting 
nanostructures. Regardless of the synthesis 
duration, the nanostructures exhibit excel-
lent vertical alignment perpendicular to the 
substrate, a behaviour attributed to compet-
itive growth among the nanostructures. The 
growth process unfolds in distinct stages. 
Initially, the seeds within the seed layer 
are densely packed and randomly oriented. 
Growth along the (0001) plane direction is 
energetically favoured, and this can be most 
effectively implemented when the nucleus 
is initially oriented parallel to this plane 
on the surface, promoting perpendicular 
growth. Nanostructures oriented at different 
angles to the substrate surface inevitably 
encounter other structures during growth, 
halting their progress. Consequently, only 
vertically oriented nanostructures, which 
are able to grow unhindered, are observed 
on the sample surface at the conclusion of 
growth. This process is typical with a dense 
seed layer. However, in cases where nuclei 
are less densely distributed or at the edge 
of a spot where nanostructures do not have 
neighbouring structures limiting growth and 
sufficient space allows for lateral growth, 

the formation of urchin-like structures may 
occur. This phenomenon is evident in point 
growth scenarios (Fig. 5), where a vertical 
array of nanorods is observed at the spot’s 
centre, but a chaotic arrangement is seen at 
the spot’s boundaries, with nanorods posi-
tioned at various angles to the seed layer 
and even structures nearly parallel to the 
substrate.

Analysis of Fig. 4e reveals that the diam-
eters of the nano/microstructures increase 
linearly with time, a trend mirrored in the 
maximum heights of the structures. Addi-
tionally, it is apparent that at longer syn-
thesis times, the distribution limits expand, 
indicating non-uniformity in the synthesis 
process. Small differences in nanostructure 
parameters that emerge at the synthesis out-
set become more pronounced with extended 
synthesis times.

In Fig. 5, we see a side view of a clus-
ter of nanostructures produced through 
laser synthesis with an extended irradiation 
time exceeding 5 minutes. The top row pro-
vides a broad view of the islets, while the 
bottom row offers a more detailed close-
up. The illustration shows that over time, 
the diameter of the island remains almost 
unchanged, primarily determined by the 
thermal conductivity of the substrate and the 
size of the laser irradiation spot. However, 
a significant change occurs as the duration 
increases: both the height and diameter of 
the nanostructures grow substantially. By 
the 10-minute mark, the outermost nano-
structures reach a size of 5 microns, which 
increases the visual diameter of the island. 
Interestingly, despite this growth, the nano-
structures at the centre of the island main-
tain their vertical orientation and have a 
much smaller diameter compared to those 
at the edges.



49

Fig. 4. The effect of synthesis time on the resulting nanostructures. Synthesis was performed in 100 % 
solution with 50 mW incident laser beam power. Time of synthesis is 10 s (a), 40 s (b), 80 s (c), 120 s  (d). The 

diameters of the synthesised rods depending on the synthesis time. The median of the distribution is marked 
with a dot on the graph, and the range of the distribution from minimum to maximum diameter is marked with 

lines (e).
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Fig. 5.  Influence of long growth times on the synthesis of nanostructures. General view of the island (a–d) 
and higher magnification (e–h). Synthesis time 5 min (a, e), 10 min (b, f), 20 min (c, g), 60 min (d, h), growth 

occurred at 50 incident mW laser radiation in 100 % solution.



51

Fig. 6. Dependence of nanostructure parameters on decreased and increased reagent concentration. a) 25 % b) 
400 % solution. Growth occurred at 50 mW incident laser radiation in 100 % solution 120 s.

Figure 6 illustrates the relationship 
between the shape of nanostructures and 
the concentration of reagents. When the 
concentration is reduced to one-fourth of 
the standard (100 % sample), the island’s 
size and the height of the nanostructures 
remain similar to those observed with the 
full concentration. However, instead of the 
characteristic hexagonal prisms of ZnO, 
needle-like nanostructures form. This devi-
ation is due to the depletion of reagents 
in the final growth stage, which becomes 
insufficient to sustain the growth of fully 
developed nanostructures. As a result, areas 
of incomplete shape emerge, with diam-
eters decreasing over time due to increasing 
reagent deficiency, leading to the formation 

of nanostructures with a pyramidal (or nee-
dle-shaped) apex.

Conversely, when the reagent concen-
tration is increased fourfold compared to 
the standard, an irregularly shaped island 
forms, consisting of a distinct centre with 
a diameter identical to that observed with 
the 100 % concentration and a surrounding 
halo. As shown in Fig.  6b, the nanostruc-
tures in the island’s centre exhibit signifi-
cantly greater height and diameter com-
pared to those in the halo. Furthermore, 
the nanostructures in the centre are verti-
cally aligned. However, despite this align-
ment, the nanostructures do not exhibit the 
characteristic hexagonal prism shape but 
instead retain the needle-shaped morphol-
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ogy observed with the 25 % solution.
The formation of the island’s shape 

can be explained as follows: at very high 
reagent concentrations, an intense and 
simultaneous generation of numerous ZnO 
nuclei occurs rapidly within the solution. 
Their rapid deposition at nucleation sites 
enables the rapid growth of nanostructures 
several times larger in diameter and height 
than those obtained from a standard 100 % 
solution. However, this accelerated depo-
sition of precursor particles impedes the 
formation of a fully developed hexagonal 
shape due to insufficient time for surface 
diffusion, limited by the presence of numer-
ous neighbouring nanoparticles. The pre-
cursor particles agglomerate upon contact 
with the formed nanorod from the solution 
(a process known as “hit and stick”). The 
diameter of the region with large-diameter 
nanostructures is determined by substrate 
characteristics and the laser beam’s diam-
eter. Nonetheless, due to the substrate’s 
thermal conductivity, heating also occurs 
outside the laser spot. Under normal reagent 
concentrations, this heat is insufficient to 
initiate crystallization processes, which are 
more likely to occur at hotter points. How-
ever, if there is a significant surplus of seed 
particles in the solution, the temperature 
at the edges becomes adequate to initiate 
nanostructure formation. Nevertheless, due 
to the lower temperature compared to the 
spot’s centre, the resulting nanostructures 
exhibit smaller height and diameter, with 
height increasing as the distance to the cen-
tre decreases.

Figures 7a–c demonstrate that laser-
stimulated hydrothermal synthesis at lower 
powers results in uniform growth over the 
entire synthesis area, with all structures 
exhibiting the same height regardless of the 
synthesis time. In contrast, at higher laser 
beam powers (Figs. 7d, e), there is a pro-
nounced height variation in the nanostruc-

tures: the structures in the middle of the 
synthesis point are significantly taller than 
those at the edges. This creates two dis-
tinct regions: a central hemispherical area 
and a surrounding flat ring. The height dif-
ferences can be attributed to variations in 
synthesis conditions caused by heat transfer 
processes. In the central hemisphere, direct 
laser irradiation ensures a higher tem-
perature. Heat from the base of the laser-
irradiated point spreads outward due to 
thermal conductivity, forming a secondary 
ring-shaped zone where the temperature is 
lower, resulting in smaller structures com-
pared to the central area. Although thermal 
conductivity also occurs at lower powers, it 
is not as pronounced and does not provide 
the necessary temperature for synthesis in 
the secondary zone.

Figure 7g illustrates that increasing the 
laser beam power can enhance the diam-
eters of the resulting nano/microstructures. 
However, the increased deviation in the 
distribution indicates that the synthesis pro-
cess becomes less stable at higher powers. 
High incident laser beam powers increase 
both the synthesis point temperature and the 
synthesis rate, contributing to the increased 
deviation.

Interestingly, at 50 mW, the structure 
diameters are smaller than at lower pow-
ers. Below 40 mW, smooth, rounded micro-
structures with larger base diameters than 
heights appear instead of the characteristic 
hexagonal prisms of ZnO nanostructures, 
indicating lateral growth dominance. Thus, 
50 mW can be considered the threshold 
beyond which the correct shape of nano-
structures is possible, with all lower power 
values being insufficient. Further increasing 
the power promotes larger diameters of the 
nanostructures.

Finally, Fig. 8 shows the impact of add-
ing PEI to the synthesis solution on the 
morphology of the nanostructures.
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Fig. 7. The effect of incident beam power on the resulting nanostructures. Synthesis was performed in regular 
solution over 10 min. The incident power is 20 mW (a), 40 mW (b), 60 mW (c), 80 mW (d), 100 mW (e). (f): 
The diameters of the synthesised rods depending on the incident beam power. The median of the distribution 
is marked with a dot on the graph, and the range of the distribution from minimum to maximum diameter is 

marked with lines.

Figure 8a clearly shows that the 
addition of PEI stimulates the growth rate, 
resulting in nanorods that are longer than 
those obtained under similar conditions 
without PEI. Furthermore, the height differ-
ence between nanostructures at the centre 
of the spot and those in the surrounding area 
is much smaller with PEI, indicating that its 
addition reduces the synthesis sensitivity 
to temperature. Rapid growth also inhibits 

competitive growth, leading to a chaotic ar-
rangement of nanoneedles in all directions 
instead of the vertical ordering seen with-
out PEI (Fig. 8b). However, the accelerated 
synthesis due to PEI also introduces sev-
eral negative effects. As shown in Fig. 8a, 
numerous parasitic nanostructures appear 
outside the main island, blurring the clear 
boundary of the spot and potentially hinder-
ing the formation of well-defined patterns. 
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Additionally, the rapid growth suppresses 
competitive growth, resulting in a chaotic 

rather than vertically ordered arrangement 
of nanostructures.

Fig. 8. Effect of PEI on nanostructure morphology. Growth occurred at 50 mW incident laser radiation in 
100 % solution 120 s.

4. CONCLUSIONS

The laser-induced hydrothermal synthe-
sis of zinc ZnO nanostructures represents 
a versatile approach influenced by several 
critical growth parameters. Experimentally, 
we observed that adjusting laser power and 
exposure time significantly impacts the 
dimensions and stability of the synthesised 
nanostructures. Higher laser powers and 
longer exposure times tend to increase both 
the diameter and height of ZnO nanostruc-
tures, albeit with a trade-off of introducing 
growth instability and uneven height dis-
tribution across the synthesis area. Simi-
larly, variations in reagent concentration 
play a pivotal role in shaping nanostruc-
tures, with lower concentrations favouring 
the formation of needle-like structures and 
higher concentrations leading to larger but 
irregularly shaped formations. Polyethyl-

eneimine, when introduced into the syn-
thesis solution, accelerates the growth rate, 
resulting in longer nanorods and reduced 
height variations. However, this enhance-
ment comes at the expense of disrupting the 
vertical alignment of nanostructures, caus-
ing them to arrange chaotically and leading 
to the formation of parasitic nanostructures 
beyond the intended growth area. More-
over, the substrate’s thermal conductivity 
and the laser beam’s focal point critically 
influence synthesis outcomes, affecting heat 
distribution and thereby influencing uni-
form growth. Optimising these parameters 
is crucial for precisely tailoring the proper-
ties of ZnO nanostructures to meet specific 
application requirements, thereby enhanc-
ing their functionality in various technolog-
ical and biomedical applications.
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This article deals with the reuse of wastepaper. Three components were used to make 
traditional paper plaster: wastepaper, glue, and water.  Whether the glues used to make paper 
plaster and the quantities of those glues have an impact on the moisture buffering value (MBV) 
of paper plaster was studied. The scope of the Nordtest method is to evaluate the MBV for 
materials exposed to indoor air. The test intended to simulate daily variations with relative 
humidity between 75 % during 8 hours and 33 % during 16 hours.

The test specimen was made according to the recipe which contained the following: waste-
paper (newspaper paper), three different types of glue (potato starch (Amylum Solani) C6H10O5, 
wallpaper glue Metylan Universal Premium (produced by Henkel), and methylcellulose 
C6H7O2(OH)x(OCH3)y, and water. Different percentages of glue were used in the specimens. 
Potato starch (Amylum Solani) C6H10O5 clearly increased the moisture buffering ability.

The tests performed showed that the composition and quantity of glue affected the 
MBV of paper plaster. The MBV of all the specimens remained in the range of 2.08–2.48 [g/
(m2·%RH)@8/16h]. The largest MBV was 2.48[g/(m2·%RH)@8/16h], and it was registered in 
the case of a mixture that had a glue made from 100 g of potato starch (Amylum Solani) C6H10O5 
per litre of water and the smallest MBV was 2.08[g/(m2·%RH)@8/16h], and it contained glue 
mixture made of 20 g methylcellulose per litre of water. As a result of the current study, an 
environmentally friendly plaster with high moisture buffer value using wastepaper as a com-
ponent of this material was developed. 

Keywords: Buffer property, circular economy, MBV, mould, Nordtest, plaster material, 
recycle. 
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1. INTRODUCTION

Moisture buffering materials for indoors 
finishing are receiving increasing attention 
for their ability to regulate room humidity 
passively. It is important to study the abil-
ity of their moisture-buffering performance 
because this indicator is highly material 
dependent [1]. The application of moisture-
buffering materials in the room reduces the 
amplitude of indoor relative humidity [2]. 
The fluctuation of relative humidity could 
be minimised noticeably when utilising 
hygroscopic materials and it is realistic to 
lower the total energy consumption by up 
to 25 % [3]. The moisture buffering value 
(MBV) can be further improved by increas-
ing the moisture capacity of the material. It 
has been shown that the nature of the clay 
minerals has a great influence on the mois-
ture capacity [4]. Still, lime-cement plas-
ters, which are widely utilised as indoor 
finishing materials, perform “good” but still 
do not demonstrate “excellent” moisture 
buffering abilities [5]. 

The building industry is among the big-
gest consumers of natural resources, and 
this sector is considered to cause a great  
environmental  impact [6]. The growing 
demand for natural resources and intensive 
industrial production is catalysing the con-
struction sector to search for novel environ-
mentally friendly materials [7]. The circu-
lar economy has been successfully applied 

for manufacturing several paper products 
such as profile rails and packaging acces-
sories (boxes, slats, corners, and grates) [8]. 
Paper has been used for a long time in the 
decoration of interiors, for example, wall-
paper. Previous laboratory studies confirm 
that paper plaster made of wastepaper has 
an MBV classified as “excellent” [9], [10]. 
The impact of adding paper to clay plaster 
mixtures [11], [12] and the effect of differ-
ent technologies on the MBV used to make 
paper plaster [13], [14] have also been stud-
ied. Making paper plaster creates a large 
quantity of wastewater, whose components 
and environmental hazards have been stud-
ied by Allikvee [15]. Using paper waste in 
making plaster mortar is not only useful for 
the environment by helping to reduce the 
pollution but is also cost-effective [16]. 

This paper focuses on wastepaper as a 
resource that enables the decrease of green-
house gas emissions in the manufacturing 
sector when reused, and the reuse of waste, 
in turn, helps lower the costs of waste man-
agement. Applying paper plaster does not 
require specific skills unlike the applica-
tion of clay plaster, making it executable 
by anyone [11]. The aim of the research 
presented in this article was to develop an 
environmentally friendly plaster with a high 
moisture buffer value, using wastepaper as 
a component of this material.

2. MATERIALS AND METHODS

2.1. Method

The Nordtest method, which enables 
the determination of the MBV of composite 
systems (plaster mixtures) exposed to indoor 
climate, was used to study plaster mixtures. 

The method suggests that the study material 
is placed in a closed system where round-
the-clock changes in the relative humidity of 
the living space are simulated. 
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The method used in this study has 
been detailed by Rode [17]. A partly sealed 
sample was exposed to repetitive changes 
in ambient relative humidity (RH), with 
the temperature held constant at 23  °C. 
The change in RH resulted in the specimen 
gaining or losing weight, and this change 
was determined through continuous moni-
toring or frequent weighting. The change in 
weight over a specific time could be consid-
ered an indication of the MBV of the test 
specimen.

A climate chamber was included in the 
experiment. In this chamber, the tempera-
ture and RH could be maintained at a con-
stant level, and the required RH could be 
achieved. Additionally, suitable sensors and 
a logging system were used to continuously 
record the temperature and relative humid-
ity within the test chamber. An analytical 
balance, capable of weighing the test speci-
mens with the repeatability of 1  %, was 
also employed. The air in the test chamber 
circulated and the air velocity, typical of an 
indoor environment, was 0.10±0.05 m s-1.

The rest specimen shape and size were 
not fixed. The recommended minimum side 
length or diameter of the exposed area of the 
specimen was 100 mm, and the minimum 
exposed face area was 0.01 m². The area was 
set within an accuracy of 1 %. If the total sur-
face area was homogeneous and at least 0.03 
m², then representative smaller test speci-
mens were allowed. The test specimens were 
sealed on n-1 out of n. The materials used for 
sealing did not absorb moisture.

The thickness of the samples was the 
same as their intended use or as the depth of 
moisture penetration (1 % definition) for daily 
variations in moisture. Official guidelines for 
typical construction of the material deter-
mined the maximum thickness of the mate-
rial. At least three test specimens were tested.

At first (before testing) the specimens 
were stored and kept in equilibrium with air 

at 23±5 °C and RH at 50 ± 5 %. The cri-
terion for the equilibrium was defined as a 
period that was long enough for the weight 
of the specimen to stabilise to a state where 
two successive daily determinations (24 h 
in between) of the weight stayed within 0.1 
% of the sample mass.

Test conditions: the temperature at 23 
°C, low RH of 33 %, high RH of 75 %. The 
high level of RH lasted for 8 hours (±10 
min) and the low RH level for 16 hours (±10 
min). If the RH changes were not achieved 
instantaneously, then they were measured 
to an accuracy of ±3 % RH within a maxi-
mum of 30 min after the intended change. 
The temperature was within ± 0.5 °C.

The cyclic exposure was carried out 
until the mass changes. During the last 
three cycles (days) the change in mass, Δm 
[g], was less than 5 %. Δm was determined 
in each cycle as the average between the 
weight gain during the moisture uptake 
branch of the cycle and the weight loss dur-
ing drying. Also, the difference between 
weight gain and weight loss within each 
cycle was less than 5 % of Δm.

The weight gains and losses were con-
tinuously monitored, and a minimum of 
one weighting was completed by the turn 
of each exposure in the cycle. During an 
8-hour absorption period of the final three 
days, the sample was weighed a minimum 
of five times. The preparation of the speci-
men and the test facility: the test samples 
were prepared, their thickness and the 
exposed area were measured before and 
after sealing. The procedure was tested, 
and then the weighing was performed. The 
weighing was performed in an environ-
ment, set to a temperature within ±2 °C of 
the test condition, anywhere within the test 
chamber. The result was not influenced by 
the movement to scale by more than 1 % of 
the amplitude. A curve of the mass in time 
was plotted.
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2.2. Material

The components of the paper plaster 
mixture and their ratio in the mixture were 
crucial when making paper plaster. These 
conditions restricted putting together the 
recipe necessary for the experiment. All the 
specimens were made of the same type of 
waste paper, which was newspaper paper. 
Adhesives were chosen based on the glues 
recommended in the paper plaster litera-
ture [18], [19]. They included potato starch 
(Amylum Solani) C6H10O5, methylcellulose 
C6H7O2(OH)x(OCH3)y,  and industrially 
made wallpaper glue based on methylcel-
lulose (Metylan Universal Premium, pro-
duced by Henkel). Firstly, when choosing 
the concentration of the adhesive for the 
paper plaster, it was kept in mind that the 
consistency of the plaster had to be suitable 
for applying to the wall. The consistency 
could not be too runny (indicating too much 
glue) or too dry (indicating not enough 
glue). When the amount of glue is too high, 
the plaster becomes a slippery liquid mass, 
which is difficult to apply, and when the 
amount of glue is too small, the plaster is 
brittle and does not stick to the wall. Sec-
ondly, when making the glue mixtures, the 
consistency of the final mixture needed to 
be kept in mind. The thickness of the paste 
boiled with potato starch (Amylum Solani) 
C6H10O5 determined the upper limit of the 
potato starch concentration. A paste made 
with too much glue becomes lumpy and 
cannot be evenly mixed into the paper plas-
ter mixture, affecting the texture of plaster’s 
surface. The surface is uniform and smooth 
when the amount of glue is small. As the 
quantity of glue increases, the surface 
becomes more and more uneven.

The lower concentration limit for the 
potato starch (Amylum Solani) C6H10O5 was 
20 g of dry matter per litre of water, and the 
upper concentration limit was 100 g of dry 

matter per litre of water. For methylcellu-
lose (C6H7O2(OH)x(OCH3)y) the limits were 
accordingly 5 g and 20 g of dry matter per 
litre of water, and for wallpaper glue Mety-
lan Universal Premium, they were 20 g and 
30 g of dry matter per litre of water.

The specimens were made according 
to the recipe that contained the following: 
waste paper (newspaper paper), glue (two 
different, methylcellulose or starch), and 
water. The total number of specimens was 
24. Different percentages of glue and three 
types of glue (potato starch (Amylum Solani) 
C6H10O5, methylcellulose (by Henkel), 
and methylcellulose C6H7O2(OH)x(OCH3)y) 
were used in the specimens, with a diameter 
of approx. 90 mm and a thickness of 25 mm. 
The amount of glue was as follows: 20 g, 50 
g, 100 g of potato starch C6H10O5 (Amylum 
Solani) glue per litre of water, and 20 g, 30 
g of methylcellulose glue with antifungal 
additives (Metylan Universal Premium)) 
per litre of water-1, and 5 g, 10 g, 20 g of 
methylcellulose glue per litre of water-1 and 
500 g paper (soaked in water) (Table 1).

To calculate the MBV, it was necessary 
to know the area of one side of the specimen. 
An important parameter that characterises 
paper plaster is the loss of volume during 
the drying process. As a result, the speci-
mens made of paper plaster deform when 
they dry, and, therefore, traditional mea-
suring tools (ruler, calliper) were not used. 
Scanning was used to measure the areas of 
the specimens with irregular shapes. The 
specimens were prepared for the experi-
ment, which entailed placing them at first 
in a nitrile pouch in a way that left their top 
surface open. The specimens were num-
bered and placed in the scanner. The num-
ber of pixels from scanned image files (.jpg) 
of specimens areas was measured with the 
help of Adobe Photoshop Measurement 
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features and converted into area units (cm2), 
which were used for calculating the MBV.

A digital scale Kern PLT 1200-3A 
(accuracy of 0.001 g) was used to weigh 
the specimens. After autosave, the data was 
converted and imported into a data collec-
tion system, which checked if the prereq-
uisites necessary to calculate the MBV had 
been fulfilled. When the requirements were 
met, the data collection system calculated 
the MBV, and the experiment was finished. 

In order to analyse the data, statistical pro-
gramme languages Python and R, and the 
database system PostgreSQL were used. 

The climate chamber method was used 
with the environmental temperature set at 
23±0.5  °C with three specimens of each 
type. The equipment included the RUMED 
4101 climate chamber, which provided RH 
20...95 % with an accuracy of ±2-3 % and a 
temperature range of 0±60 °C with an accu-
racy of ±0.5 °C.

Table 1. Composition of the Mixture: Paper Type – Newspaper; Paper Weight – 500 g

Mixture code Glue water (g l-1) Glue type Notes
A-T100 100 potato starch Amylum Solani C6H10O5

A-T50 50 potato starch Amylum Solani C6H10O5

A-T20 20 potato starch Amylum Solani C6H10O5

A-H30 30 Metylan Universal Premium modified starch 
A-H20 20 Metylan Universal Premium chemically introduced antifungal additives
A-M20 20 methylcellulose C6H7O2(OH)x(OCH3)y

A-M10 10 methylcellulose C6H7O2(OH)x(OCH3)y

A-M5 5 methylcellulose C6H7O2(OH)x(OCH3)y

A - - -

3. RESULTS AND DISCUSSION

To compare the moisture absorption and 
desorption of plaster mixtures studied in the 
test, an index for MBV was used. MBVpractical 
describes the changes in the moisture of 
materials in real situations in spaces related 
to people [20].

In the Nordtest experiment carried out 
to determine the MBV, the relative humidity 
was cyclically changed (8 h with RH=75 % 
and 16 h with RH=33 %). As a result of 
cyclical changes in relative humidity of the 
climate chamber, the specimens’ weight 
also changed in cycles.

The results were calculated as changes 
in mass: Δm per m² and ΔRH. For each cycle, 
two results of mass change were calculated: 
one for the weight gain during absorption 
(m8 hours – m0) and one for the weight loss 

during drying (m24 hours – m8 hours). In 
each cycle, the average between the absorp-
tion and desorption weight changes was 
calculated. Based on the average of at least 
three, the MBV was calculated.

The Nordtest protocol formula for 
MBVpractical [g (m2·%RH) -1] calculations 
(Equation 1):

 (1)

where mmin/max is moisture mass (min 
and max) in the final sample (g or kg); A – 
exposed area m2; φhigh/low – high/low RH (-) 
levels applied in the measurement. 

When using the moisture buffer values 
[g (m2·%RH) -1@8 16h-1], materials can be 
classified as follows: negligible (0–0.2), 
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limited (0.2–0.5), moderate (0.5–1.0), good 
(1.0–2.0), and excellent (2.0 and more). To 
determine the MBV, the Nordtest experi-
ment was conducted. Changes in specimens’ 
moisture (g) were measured when speci-
mens were kept at RH=75 % for 8 hours 
and at RH=33 % for 16 hours. During one 
cycle, at least five weightings were carried 
out following the Nordtest method. How-
ever, the climate chamber RUMED 4101 
was used for the experiment, which did not 
enable the weighing of the specimens inside 
the chamber, and they had to be taken out 
for each weighing. Consequently, the origi-
nal method was altered, reducing the num-
ber of weightings to two. The specimens 
were weighed before changing the humidity 
in the chamber, which was carried out every 
8 and 16 hours. This minimised the loss of 
moisture when removing the specimens 
from the chamber (humidity in the weigh-

ing room was lower than in the climate 
chamber). To validate the results, the same 
experiment with five weightings was also 
conducted to observe the change effects on 
the MBV. The control test showed that the 
MBV was consistent in both experiments. 
However, the experiment with five weight-
ings extended the length of the experiment 
from 72 hours to 127 hours due to a pro-
longed stabilisation period. 

The results of the study demonstrate 
that specimens with the same components 
responded similarly to the cyclic changes in 
the humidity of the environments (see Fig. 1). 
Table 2 displays the mean H2O weight 
changes (%) of paper plaster mixture A-T20 
(potato starch (Amylum Solani) C6H10O5 
in 1 l of water) specimens during the final 
three cycles of Nordtest. Based on this data, 
the moisture buffering ability of the mate-
rial was calculated. 

Fig. 1. Paper plaster mixture A-T20. 20 g of glue (potato starch (Amylum Solani) C6H10O5) per litre of water. 
Changes in specimens’ weight (only weight change) in the final three cycles of Nordtest. A continuous line 

portrays the change in moisture cycles (RH 33 % and RH 75 %) in the climate chamber.

All the paper plaster mixtures tested in  
the experiment had MBV > 2.0 
[g (m2·%RH) -1@8 16h-1], which signifies 
that all the tested mixtures can be clas-
sified as “excellent” (Table 3). The test 
results showed that the amount of glue 
used in the mixture affected the MBV. The 
results indicate that a larger quantity of 
glue decreased only the MBV of the speci-
mens made of wallpaper glue. However, 

for other glues, the change was the oppo-
site. A higher amount of glue increased 
the MBV of both potato starch and meth-
ylcellulose paper plasters. If compared 
with the results for lime-cement and clay-
based plasters, presented in [5] and in [21], 
which correspond to “good”, the MBV val-
ues given in Table 3 clearly correspond bet-
ter to the desired properties – “excellent” − 
set for plasters used indoors.
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Table 2. Paper Plaster Mixture A-T20 (20 g of glue (potato starch (Amylum Solani) C6H10O5 per litre of water-1) 
(Changes in specimens’ mean H2O weight and weight change (%) in the final three cycles of Nordtest.)

Table 3. MBVs of Paper Plaster Mixtures

Mixture code MBV [g (m2·%RH) -1@8 16h-1] MBV classification
A-T100 2.48 excellent*
A-T50 2.35 excellent*
A-T20 2.31 excellent*
A-H30 2.36 excellent*
A-H20 2.33 excellent*
A-M20 2.08 excellent*
A-M10 2.15 excellent*
A-M5 2.39 excellent*

*negligible (0–0.2), limited (0.2–0.5), moderate (0.5–1.0), good (1.0–2.0), excellent (2.0–).

Previous experiments have shown that 
in order to dissolve 500 g of waste paper, 
it is necessary to add 5 l of water and, after 
soaking, drain 3 l of water. This way, 500 g 
of paper turn into 2500 g mixture, which has 
a suitable consistency for applying on the 
wall. The glue mixture needs to be added 
before use. Literary sources [18]−[22] rec-
ommend adding glue during the soaking 
process. However,  it is most reliable to 
add the adhesive after draining as the final 
component because then the amount of glue 
used is the smallest (adding glue to soaking 
water means that part of the glue mixture 
is also drained as wastewater). The adhe-
sive is the most expensive component of 
paper plaster and affects the price of paper 
plaster the most. The most expensive glue 

used in the experiment was methylcellulose 
(C6H7O2(OH)x(OCH3)y), which costs 40.00 
EUR kg-1. The wallpaper glue Metylan Uni-
versal Premium is more than half the price. 
Potato starch (Amylum Solani) C6H10O5, in 
turn, is ca twenty times cheaper.

1.	 The specimens reacted to the change 
in humidity (RH of 33 %–RH of 75 %) 
very similarly. 

2.	 Paper plaster is a material with excellent 
moisture buffering ability. All the mix-
tures’ moisture buffering abilities used 
in the experiment remained in a spe-
cific range (2.08–2.48 [g (m2·%RH) -1 

@8 16h-1]) and belonged to the highest-
rated group – “excellent” (MBV > 2.0 
[g (m2·%RH) -1@8 16h-1]).



66

3.	 The moisture buffering ability is 
affected by the composition and amount 
of glue used in the mixture. 

4.	 The MBV increased when the amount of 
glue, such as potato starch (Amylum Solani) 
C6H10O5 and the product Metylan Universal 
Premium by Henkel, was increased in the 
mixture. When the amount of potato starch 
(Amylum Solani) C6H10O5 was increased 
from 20 g to 100 g, the MBV rose from 
2.31 to 2.48 [g (m2·%RH) -1@8 16h-1], and 
the Henkel product Metylan Universal 
Premium from 20 g to 30 g made the MBV 
rise from 2.33 to 2.36 [g (m2·%RH) -1 

@8 16h-1].

5.	 Increasing the quantity of methylcellu-
lose (C6H7O2(OH)x(OCH3)y) from 5 g to 
20 g decreased the MBV from 2.39 to 
2.08 [g (m2·%RH) -1@8 16h-1].

6.	 Out of all the three adhesives, the 
potato starch (Amylum Solani) C6H10O5 
increased the moisture buffering ability 
the most when it had the largest quantity 
of dry matter in the mixture (100 g per 
litre of water-1). Paper plaster that had 
the most substantial quantity of methyl-
cellulose (C6H7O2(OH)x(OCH3)y) (20 g 
per litre of water-1) had the lowest mois-
ture buffering ability.

4. CONCLUSIONS

Our experiments showed that the com-
position of the adhesive affects the MBV 
of paper plaster. Adding the glue mixtures 
of potato starch (Amylum Solani) C6H10O5 
and product Metylan Universal Premium 
by Henkel increased the moisture buffer-
ing abilities to 2.31–2.48 and 2.33–2.35 [g 
(m2·%RH) -1@8 16h-1], respectively. How-
ever, for the methylcellulose glue mixture, 
the moisture buffering ability decreased 
from 2.39 to 2.08 [g (m2·%RH) -1@8 16h-1] 
with an increase in the amount of glue in the 
mixture. When some of the hydrogen (H) 
in cellulose is replaced by methyl radicals 
(CH3*), the possibility of hydrogen bond-
ing decreases and affects the properties of 
paper plaster.

While adding an adhesive to the paper 
plaster mass is necessary, the glue mixture 

is its most expensive component. The most 
expensive glue used for the experiment was 
methylcellulose, which costs 40 EUR kg-1. 
Metylan Universal Premium costing 13 
EUR kg-1 accounted for more than half the 
price of methylcellulose. In contrast, potato 
starch C6H10O5 (Amylum Solani) was twenty 
times cheaper priced at 1.7 EUR kg-1. 

Further studies on paper plaster are rec-
ommended due to its potential as a favour-
able environment for microbial growth, 
attributed to its natural adhesive composi-
tion.  As the drying period of plaster is a 
minimum of two weeks, the wet environ-
ment might also be a suitable for microbial 
growth. Additionally, an important aspect 
that needs further research is the impact 
of exposing the paper plaster surface to 
humidity.
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Hydrogen fuel cell backup power is a modern way to ensure an uninterrupted and decen-
tralised supply of electricity. A stationary and mobile fuel cell, commonly referred to as a 
hydrogen generator, is used to produce electricity during power outages or other emergency 
situations. These fuel cell backups are designed to provide a reliable and efficient source of 
electricity for critical loads, such as hospitals, data centres, and other critical infrastructures. 
Hydrogen generators are typically used in situations where a reliable and efficient source of 
electricity is needed, and in cases when conventional diesel generators are not the priority. 
These generators can also be used in remote locations where access to the grid is limited 
or unavailable, or in applications where the use of fossil fuels is not practical or desirable. 
The article covers the thematic related to comparison of diesel and hydrogen generators, with 
regards to advantages and shortcomings of the latter, as well as provides an insight into pos-
sible use of hydrogen generators in Latvia. 
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1. INTRODUCTION

The energy sector, including power gen-
eration, transportation, heating and industry – 
is responsible for more than 70  % of the 
global greenhouse gas (GHG) emissions 
[1]. Achieving climate neutrality would 
require a substantial restriction on the use 
of fossil fuels in the energy sector, replacing 
them with renewable energy sources (RES) 
and other climate neutral or low carbon 
fuels. As a direct consequence, the share of 
the European Union (EU) renewable elec-
tricity production and other decarbonised 
energy carriers are set to gradually replace 
all current fossil uses. Such an accomplish-
ment would largely decarbonise electricity 
from the grid in 2030 and turn it climate 
neutral by 2050 [2]. This would also pres-
ent a significant opportunity to make the 
demand sectors of the economy climate 
neutral (buildings, transport, and industry). 
Nevertheless, energy transformation comes 
with several challenges that need to be 
addressed. The significant deployment of 
RES will require the deployment of energy 
storage and smart grid solutions capable of 
addressing its variable generation profile 
[3]. At the same time, electrification based 
on today’s technology perspectives seems 
to be seen as an increasingly cost-efficient 
solution for some sectors, but not for all. 

Across different examined alternatives 
complementing electrification, almost all 
recent economic analyses indicate that 
hydrogen is an energy carrier that can play 
a critical role in filling the gap and address-
ing challenges of future green energy land-
scape formation. Hydrogen can be used as 
a feedstock, a fuel, an energy carrier and 
an energy storage medium, and, thus, has 
many possible applications across industry, 
transport, power and buildings sectors [4]. 
Most importantly, when produced sustain-

ably, it does not emit carbon dioxide (CO2) 
and does not pollute the atmosphere when 
used. It is, therefore. an important part of 
the overall solution to meet the 2050 cli-
mate neutrality goal of the European Green 
Deal [5]. 

Low-carbon and green hydrogen can be 
used to replace fossil fuels in hard to abate 
sectors and complement RES in the effort to 
transform the European economy. Further-
more, there is also considerable potential 
to repurpose the current gas infrastructure 
to carry and store the hydrogen, helping 
achieve EU’s climate goals much faster and 
more economically using existing infra-
structure [6]–[8]. In its strategic vision for a 
climate-neutral EU presented by the Euro-
pean Commission on 28 November 2018, 
the share of hydrogen in Europe’s energy 
mix is projected to grow from the current 
less than 2 % to 13–14% by 2050. The pro-
jections were confirmed in the recent impact 
assessment for the 2030 Climate Target 
Plan [9], as well as the impact assessments 
supporting the various policy proposals of 
the “Fit for 55” package, where the policy 
scenarios considered project a ramp up of 
the installed electrolyser capacity between 
37–66  gigawatt (GW) by 2035, while for 
2050 all policy scenarios project the share 
for hydrogen in final energy consumption to 
be at least 9 % across policy scenarios. 

Blending hydrogen with natural gas 
in the pipelines is facilitated in the gas 
and hydrogen markets package, by allow-
ing blends of up to 5 % hydrogen volume 
into natural gas flows to be accepted and 
facilitated at cross-border points from 
October 2025, while voluntary agreements 
for higher blends at interconnection points 
between Member States remain possible 
[10], [11]. 
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In 2020, the European Commission 
adopted the hydrogen strategy for a climate-
neutral Europe [12], which identifies as the 
priority for the EU to develop renewable 
hydrogen, produced using mainly wind, 
hydro and solar energy. This should be the 
main form of hydrogen in the long-term, 
towards 2050, supported by the very high 
shares of renewable electricity. In the mid-
term, other forms of low-carbon hydrogen 
will also be needed, both to support the 
uptake of hydrogen as energy carrier and 
feedstock, and to replace most polluting 
forms of producing hydrogen.

Multiple industries are facing the fact 
that there is a range of power needs that 
cannot be based on the energy grid alone. 
From construction to building and manufac-
turing, many sectors of the global economy 
need reliable alternatives. These sectors 
also require independent energy storage to 
provide resilience, for example, if the grid 
is unstable or unreliable. Some consum-
ers have power requirements that must be 
faster than a grid connection. Others need 
control over their power contracts to sus-
tain company growth. There are countless 
diverse use cases for off-grid energy gen-
eration and storage depending on location 
and industry, but all consumers share three 
common requirements: reliability, flexibil-
ity, and practicality. These industries are 
currently still being served by diesel gen-

erators, but now being urged and legislated 
to decarbonise. Unfortunately, diesel gen-
erators produce too high levels of GHG, 
including SOx, NOx and particulate matter, 
so their longevity in the EU is quite doubt-
ful. 

It is obvious that diesel generators will 
be completely phased out with time, but 
their place will be taken by other, more 
sustainable and green technologies, such 
as hydrogen generators, which have a great 
market potential not only in the EU, but also 
locally. There are currently approximately 
5000 generators with a capacity of 100 kilo-
watt (kW) in Latvia alone, which could be 
subject to gradual replacement with hydro-
gen powered analogues [13]. 

As governments EU-wide are intro-
ducing policies to encourage the adoption 
of green hydrogen-based energy solutions, 
subsidies and incentives for hydrogen tech-
nology research and infrastructure devel-
opment are becoming more common, aim-
ing to reduce costs and broaden adoption. 
Looking ahead, as technology advances 
and costs decrease, hydrogen generators are 
poised to become a significant part of the 
EU’s energy landscape. Industry decision-
makers should focus closely on these devel-
opments as hydrogen technology continues 
to evolve and potentially take over from 
fossil-fuel-based generators.

2. DIESEL AND HYDROGEN GENERATORS

Diesel generators originated in the early 
20th century, with significant adoption dur-
ing World War II. Advances over the decades 
have made them quieter, more efficient, and 
more durable, leading to their widespread 
use in various sectors today [14]. At the 
same time, the concept of hydrogen fuel 
cells dates to the 19th century, but major 

developments occurred in the latter half of 
the last century [15]. Initially used in aero-
space, fuel cell technology has expanded 
to commercial and industrial applications, 
offering sustainable energy solutions. The 
evolution of these technologies reflects 
ongoing efforts to improve efficiency, dura-
bility, and environmental impact, driving 
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current interest in alternative energy sources 
such as hydrogen generators.

Diesel generators use internal com-
bustion engines powered by diesel fuel to 
produce electrical power. They are used as 
standalone or backup power units for vari-
ous industrial applications. Noted for their 
quick startup times, fuel efficiency, and 
high-power output, diesel generators have 

become a staple in the energy sector. In con-
trast, hydrogen generators utilise fuel cell 
technology, converting hydrogen gas into 
electricity through a chemical reaction with 
oxygen, with water as the only by-product. 
This relatively new technology promises 
higher efficiency and cleaner energy than 
traditional fossil fuel-based generators.

2.1. Types of Hydrogen Generators 

The most compelling advantage of 
hydrogen generators is their environmental 
impact. Unlike diesel generators, hydro-
gen generators produce only water vapour 
as a by-product, making them an ultra-low 
emissions option. This aligns perfectly with 
global efforts to reduce GHG emissions and 
combat climate change. 

Hydrogen generators can use two very 
different technologies to turn hydrogen into 
electricity:
•	 internal combustion engine – like the 

combustion engine used in current die-
sel generators. Here, a hydrogen-air 
mixture is burned inside a combustion 
chamber. Just like diesel, this minia-
ture explosion produces force to turn a 
crankshaft, and an electrical current is 
generated via the attached alternator;

•	 a cell technology – it generates electric-
ity by chemically reacting hydrogen 
with oxygen (usually from the air) to 

create water. Hydrogen is put into close 
contact with oxygen inside the fuel cell, 
separated only by a membrane – for 
instance, a proton-exchange membrane 
(PEM). The hydrogen’s proton moves 
through this membrane to react with the 
oxygen, which forces the hydrogen’s 
electron along a circuit to re-join, cre-
ating an electric current. Water is then 
evacuated from the fuel cell as the only 
by-product. There are many different 
types of fuel cells, but their working 
principle is very similar [16].

In most cases, a hydrogen generator will 
be connected to external hydrogen sources – 
bottled hydrogen. This hydrogen is typi-
cally produced somewhere else and brought 
in gas bottles to the location of the hydro-
gen generator. Internally hydrogen genera-
tors will contain fuel cells, power electron-
ics, control systems for electronics.

2.2. Efficiency of Hydrogen Generators 

If judged by key parameters, hydro-
gen generators are more efficient than die-
sel generators. Fuel cells can convert up 
to 60  % of the fuel’s energy directly into 
electricity, whereas diesel engines typically 
operate at around 30–40 % efficiency. This 

higher efficiency translates to less fuel con-
sumption and lower operational costs over 
time. Table 1 lists the difference in key 
parameters of hydrogen and diesel genera-
tors.
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Table 1. The Difference in Key Parameters of Hydrogen and Diesel Generators

Parameter Hydrogen generator Diesel generator

Efficiency (%) >60 30–40

Emissions (g CO2/kWh) 0 2.7

Noise Level (dB) 40–60 70–90

Fuel Availability Moderate High

Maintenance Frequency Low High

Additionally, hydrogen generators are 
quieter, generating minimal noise during 
operation. This is particularly advantageous 

in environments where noise pollution is a 
concern, such as residential areas or wild-
life conservation zones [17].

2.3. Challenges of Hydrogen Generator Use 

At the same time, there are also the 
challenges to overcome: storing hydro-
gen is more complex and demanding task 
than diesel, and while the cost per unit of a 
PEM fuel cell is broadly equivalent to the 
same capacity diesel generator, hydrogen is 
around three times more expensive as a fuel 
when all costs are factored in. However, in 
some countries hydrogen production costs 
can already be close to some conventional 
fuels [18].

One method of offsetting the hydrogen 
costs is to simply use a small solar array to 
fill larger hydrogen storage tanks when the 
sun shines – especially relevant for backup 
scenarios, where running the cells for more 
than a few hours is unlikely. However, even 

this ingenuity raises questions around the 
carbon debt of the solar panels, and that is 
before getting into the ethics of platinum 
mining, given platinum is a key component 
of PEM cells.

While the diesel generator era is far 
from over, in some areas of commercial and 
industrial activities hydrogen generators are 
clearly aimed to catch up. In the data centre 
context, both batteries and fuel cells offer 
strong potential alternatives to diesel. Also 
delivering backup power in a cleaner and 
more sustainable way, the ability to load 
balance the electricity grid adds an addi-
tional layer of value for data centre opera-
tors and utility companies alike.

3. POSSIBLE IMPLEMENTATION IN LATVIA

3.1. The Generator Type

5 kW electric power generator from one of 
the leading manufacturers of hydrogen equip-
ment that uses hydrogen as fuel and fuel cell 
technology to provide up to 5 kW of reliable 
backup DC power on demand was chosen for 

installation in Latvia’s pilot (demonstration 
project). The intended application of this sys-
tem is backup power for some critical power 
applications, telecommunication equipment, 
households and small businesses. 



74

Fig. 1. 5 kW hydrogen generator unit.
Source: Ballard.com

The chosen system continuously moni-
tors the DC bus voltage in a standby mode and 
operates during power outages when the DC 
bus voltage drops to a customer defined set 
point. It is designed for a 19” rack installation 
(see Fig. 2). The system can be delivered in 
two configurations: either as a standard solu-
tion with an UltraCap module add-on for bat-

tery free backup (see Fig. 3), or with customer 
supplied batteries. Multiple systems also can 
be coupled in parallel for higher loads than 
5 kW (with maximum 12 systems in parallel 
for up to 60 kW output). The chosen system 
can be used both indoors and outdoors (see 
Fig.  2). The multiple system coupling prin-
ciple is shown in Fig. 4.

Fig. 2. Chosen system’s indoor and outdoor variations with different load capacities.
Source: Ballard.com 

Fig. 3. The chosen system’s indoor and outdoor variations with
UltraCap module highlight.

Source: Ballard.com 
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Fig. 4. Principal scheme of fuel cell stack operation and components.

It may be used in many applications/
industries such as:
•	 structural and civil engineering;
•	 emergency power supply for critical 

infrastructures;
•	 road construction and maintenance;
•	 emergency services;
•	 technical relief organisations;
•	 events and film industry;
•	 forestry;

•	 military;
•	 telecommunication industries;
•	 emergency power supply in buildings.

In Latvia, potential use of the chosen sys-
tem could include all above-mentioned appli-
cations/industries, and particular activities 
that relate to backpacking elements of critical 
infrastructure, tier standard-compliant data 
centres and telecommunication equipment.

3.2. Critical Infrastructure

Critical infrastructures depend on a 
reliable power supply. A reliable emergency 
power system is of critical importance espe-
cially when using modern information and 
communication technology, like one for 
authorities and organisations with security 
tasks. Effective, broadband communication 
between the scene and situation centres is 
necessary for an optimised and realistic as-

sessment of the situation. Conventional bat-
tery solutions make it very difficult to en-
sure long operational reliability, which can 
last several days. It means that hydrogen 
generation backups could help compensate 
for lost capacities and load more effectively. 
The chosen system’s potential integration in 
a grid backup scheme is depicted in Fig. 5.  

Fig. 5. Chosen system’s potential integration in a grid backup scheme. 
Source: efoy-pro.com
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Hydrogen generators are already in use 
in many locations to provide backup power. 
The fuel cell modules switch on completely 
automatically and take over the load no 
later than 20 seconds after the power fails. 
Compared to solutions with diesel genera-
tors, no CO₂ emissions are generated here. 
Another advantage of the hydrogen genera-
tors is the low maintenance effort as well as 

the low ageing tendency in standby mode. 
This ensures system availability for long 
periods of time.

Keeping in mind its limited power, the 
chosen system’s hydrogen backups will 
be useful in future when extensive devel-
opment of microgrids and local smart 
grids will become more developed than 
today [19].  

3.3. Emergency Power for Data Centres 
and Telecommunication Equipment

Reliable power is a requirement for all 
tier standard-compliant data centres and 
telecommunication equipment. If even in 
Latvia data centres of large data/process-
ing storage capacity are not very numerous 
yet (there are 22 data centres of different 
scale in Riga [20]), the possibility of their 
emergence in future opens up an avenue 
for choosing sustainable hydrogen genera-
tor backups as primary means for securing 
their flawless functioning. 

The chosen system with the same tech-
nical parameters is already in operation in 

several EU countries, including Sweden, 
approving that extreme temperature fluc-
tuations and other negative factors does not 
impact it operation to the point when its 
safety and reliability would be questioned. 
Figure 6 shows the chosen system’s 5 kW 
outdoor installation with external hydrogen 
bottles in the right-hand side compartment 
of an installation cabinet [21]. The same 
system could be installed in the Latvian tele-
communication tower and other equipment 
to ensure flawless operation of the systems 
in case of prolonged power outages. 

Fig. 6. The chosen system’s 5 kW outdoor installation with external hydrogen bottles.
Source: Wattenfall.com

Regarding data centres, in recent years, 
their owners have made strides to reduce 
power-related outages, though they are still 
a major pain point. According to a 2022 
survey from the Uptime Institute, power-
related problems accounted for 43 % of sig-

nificant outages at data centres (outages that 
caused downtime and financial loss). 

Moreover, the cost of downtime is 
increasing. In the same Uptime survey, it 
was reported that 60 % of failures resulted 
in at least $ 100,000 in total losses, up from 
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39  % in 2019. The share of outages that 
resulted in > $ 1 million of losses increased 
from 11  % to 15  % over the same period 
[22]. Given the importance of uptime on 
profitability, it is no surprise that data cen-
tre owners continue to rely on tried-and-
true technologies like diesel generators as a 
source of backup power.

Today, clean alternatives to backup 
diesel generators are limited. While some 
developers have turned to natural gas-fired 
generators to reduce their carbon foot-
print, they are still incompatible with net-
zero ambitions. Furthermore, NOx and SOx 
emissions are not eliminated, and noise lev-
els are like that of diesel generators.

There is a notion that batteries are 
critical for delivering instantaneous power 
provided by uninterruptable power sys-

tems. However, batteries are typically not 
a viable option for handling the sustained 
power loads that many data centres require 
for backup (continuous power for hours 
or possibly days). Power demand of large 
data centres can range from 100 to 1000 
megawatts (MW). A battery system capable 
of handling the facility’s entire load for an 
extended period would be highly prohibi-
tive from both a footprint and CAPEX per-
spective [23]. 

Google estimates that there are a total of 
around 20 GW of backup diesel generators 
worldwide  [24], so to decarbonise its own 
backup, the internet search giant tested the 
3 MW battery backup solution at its St. Ghis-
lain data centre in Belgium [25], with an eye 
to providing load-balancing services to the 
grid as a potentially valuable side benefit [26]. 

4. CONCLUSIONS

•	 With increasing concerns about climate 
change and the need to reduce GHG 
emissions, hydrogen has emerged as a 
viable alternative to fossil fuels. Hydro-
gen generators offer a pathway to decar-
bonise sectors that are challenging to 
electrify, such as heavy industry, long-
haul transportation, data centres and 
telecommunication systems.

•	 Hydrogen can serve as a valuable 
energy storage medium, allowing 
excess renewable energy to be stored 
as hydrogen and utilised when needed. 
It can help address the intermittent of 
renewable energy sources like solar and 
wind power, supporting grid stability 
and reliability.

•	 Hydrogen generators can be deployed 
across various applications, including 
transportation, power generation, indus-
trial processes, and energy storage. The 
versatility of hydrogen as an energy car-
rier makes it suitable for a wide range of 
sectors, offering scalability and flexibil-
ity in meeting energy demand.

•	 Ongoing advancements in hydrogen 
production, storage, and utilisation 
technologies are driving down costs 
and improving efficiency. Innovations 
such as electrolysers, fuel cells, and 
hydrogen storage materials are making 
hydrogen generators more competitive 
with traditional energy sources. 
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Due to the increasing popularity of additive manufacturing technologies, more varied and 
complex shapes of heat exchangers can be produced that can be optimised to be more compact 
and efficient. In this paper, a triply minimal periodic surface – gyroid structure – is designed 
to study the applicability of such structures in compact air-to-air heat exchangers used in resi-
dential ventilation recuperation systems. Gyroid surface structures could potentially decrease 
overall heat exchanger size, pressure and increase heat transfer. Several geometry variations 
with different flow rate values were analysed to compare the efficiency of heat exchanger 
designs. Additionally, a literature review was conducted to identify more adaptable geometric 
parameters of the gyroid structure. To calculate the pressure difference, temperature and heat 
transfer in each variation, SolidWorks Flow Simulation was used. The results showed that by 
using gyroid structures, heat exchanger energy transfer can be optimised for required back 
pressure and heat transfer, while reducing the overall dimensions, compared to conventional 
heat exchangers. By incorporating low cost, printed thermal recuperators, thermal efficiency of 
residential buildings can be improved. Suitable materials, manufacturing methods and applica-
tion limitations are discussed.

Keywords: Additive manufacturing, CFD, gyroid, heat transfer, thermal recuperator.

1. INTRODUCTION

Household energy efficiency is becom-
ing more and more important, as it is one 
of the options to improve sustainability. At 
the same time, 3D printing technologies are 
becoming more advanced, allowing higher 
complexity and larger models to be printed, 

as well as increasing the available material 
list for this process. This results in almost 
any geometry being physically producible, 
such as TPMS (triply periodic minimal 
surfaces). Surfaces like these are found in 
nature, and lately have been studied for use 
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in engineering applications, such as heat 
exchangers for residential heat recovery. By 
using these novel methods, more compact 
size devices with lower pressure loss, noise 
and higher thermal efficiency could be 
implemented. Nearly limitless possibilities 
in design using 3D printing methods give 
way for numerous options for research and 
development of such structures. 

During the analysis of publications, 

the results of research and experiments of 
TPMS structure use in heat transfer applica-
tions, such as heat exchangers and cooling 
ribs, were collected and analysed. The most 
studied and practically used types of these 
surfaces are Schwarz-diamond and gyroid, 
and this study will focus mostly on gyroid 
structure. Below, the equation of the single-
cell approximations of gyroid surface by the 
spatial coordinates of x, y, z is provided [1]:

sin(x) cos(y) + sin(y) cos(z) + sin(z) cos(x) = 0.	  (1)

Fig. 1. Gyroid TPMS model.

There are different ways to manipulate 
the geometry of TPMS in heat exchangers – 
to change the porosity, wall thickness, cell 
sizes, as well as to make gradually changing 
porosity structures. To improve heat trans-
fer, studies have investigated the degree 

of porosity of TPMS-based structures. For 
gradual TPMS, the porosity can be varied 
along the length, width or height of the 
channel while keeping the overall porosity 
of the structure the same.

	  

Fig. 2. Velocity vectors in proportional and gradient TPMS structure at high Re flow [2]. 
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Gradually increasing the porosity in the 
flow direction can show better results than 
uniform porosity or gradually decreasing 
porosity sheet TPMS models (see Fig. 2). 
For example, at high Reynolds number flow 
and Schwarz-d structure, by increasing the 
porosity by 2.5 %, pressure loss in channels 
was reduced by 27.6 %, while reducing the 
heat transfer coefficient only by 15.7 % [2]. 
This implies that by reducing the overall 
porosity of the structure and using gradu-
ally increasing porosity channels, it is pos-
sible to increase the heat transfer at the same 
pressure loss, compared to a uniform model. 
Such manipulations with TPMS geometry 
could create an opportunity to improve the 
flow parameters without changing the over-
all size of the heat exchanger. 

By reducing the overall uniform poros-
ity, channel dimensions are decreased, 
which increases the flow speed. That 
increases the convective heat transfer coef-
ficient in the channels (see Fig. 3), while 
also increasing the pressure loss signifi-
cantly. The heat transfer coefficient is also 
affected by the surface area changes in the 
same volume, which increases by reducing 
the porosity [3].

Fig. 3. Effect of porosity on convective heat transfer 
coefficient at Re = 40 [3].

There are studies performed on vari-
ous gyroid wall thicknesses at constant 
cell sizes and porosity, which conclude, 
that increasing the wall thickness in TPMS 
structures, there can be an increase in a con-
vective heat transfer coefficient. Although 
the convective heat transfer coefficient 
increases, thick walls can interfere with 
flow, creating regions of backflow (Fig. 4), 
which reduces the thermal efficiency of the 
system. Because of both good thermal effi-
ciency and low-pressure loss, thin walled 
TPMS heat exchangers show better results 
[4].

Fig. 4. Backflow regions in thin walled and thick walled Schwarz-d model [4]. 
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Results from cell size studies imply that 
TPMS with larger cell sizes produce lower 
pressure loss in the system, while smaller 
cell sizes significantly increase the pressure 
loss, especially at higher Reynolds number 
flow. It can be concluded that gyroid and 

primitive strictures with smaller cell sizes 
produce the largest pressure losses com-
pared to other types of TPMS, which can 
be explained by their relatively complex 
geometry and lower porosity (see Fig.  5) 
[5].

Fig. 5. Gyroid structure cell size, porosity and specific surface area [5].

Comparing the flow regimes in the pre-
viously mentioned TPMS heat exchangers, 
it can be concluded that in the lowest pres-
sure systems Schwarz-d structure has the 
better thermal performance [6], while at tur-
bulent flows and high flow speeds, gyroid 
can perform better [7].

Using the information collected from 
previous studies, gyroid heat exchanger 
was modelled, test printed for numerical 
flow simulations, in order to review the 
effect of cell sizes and cell proportions on 
thermal efficiency as well as pressure loss.

2. MODEL DESIGN AND BOUNDARY CONDITIONS

Using previously mentioned Eq. (1), 
base model of gyroid structure was mod-
elled in SolidWorks 2020 CAD software. 
The base surface model, used for all fol-
lowing numerical simulations, was a gyroid 
cell surface (Fig. 6) with dimensions of 
20x20x20 mm. Using this model, the geom-
etry could be patterned as required, as the 
structure is periodic in any given direction. Fig. 6. Gyroid surface model cell.
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To better observe flow parameters simi-
larly to a cell of a real life-sized air-to-air 
heat exchanger, numerical model geometry 
size of 40x40x180 mm was chosen. This 
way a full-length counter flow channels 
can be simulated, while not using exces-
sive computational capacity. Enlarging 
the TPMS structure models significantly 
increases the computational resources 
needed to perform flow calculations, so it is 
necessary to create geometric models of the 
smallest possible size.

By applying a thickness to the sur-
face model, a solid model of structure 
was acquired. To create flow channels for 

SolidWorks Flow Simulation 2020, a heat 
exchanger body was created (Fig. 7). The 
model consists of a body with two inlet and 
two outlet channels and gyroid surface core. 
Both cold air (blue) and hot air (red) inlets 
and outlets were placed in 40 mm distance 
from the gyroid structure to help with flow 
steadiness before entering the structure, as 
well as decreasing the possibility of flow 
vortexes across pressure boundaries. In 
order to avoid the influence of the auxiliary 
geometry on the results, the body and lids in 
the model were defined as ideal walls with 
a friction coefficient = 0, as well as a heat 
transfer coefficient of 0 W/m*K. 

Fig. 7. Simulation model.

In order to study different geometric 
parameters, it was necessary to completely 
remodel each heat exchanger, since triply 
periodic surface modelling is not a built-
in feature in the SolidWorks environment. 
Given the time consumption of modelling 
computationally complex structures, it was 
not possible to perform a large number of 
calculations. Since these patterns and flow 
channels are repeated periodically in all 3 
axis directions, it is not possible to create a 
2D model to simplify the CFD calculation.

Plastic with a heat exchange coeffi-
cient of 0.2 W/m*K was defined as heat 
exchanger material, and the chosen wall 
thickness of 0.6 mm was chosen. To choose 

a wall thickness several test prints were 
made, using a Prusa MK3S FFM/FDM 
3D printer, 0.4 mm nozzle, and Prusament 
PETG filament. While trying to reach the 
smallest wall thickness (around 0.6 mm), 
stringing, holes in walls and rough surface 
texture were observed. While these defor-
mations could be eradicated by fine tuning 
the print settings, such as temperature of the 
nozzle, print speed, retraction of the nozzle, 
ambient temperature, very small wall thick-
nesses were not likely to be reached. As the 
material heat transfer coefficient is very 
low, bigger wall thickness for TPMS heat 
exchangers can significantly decrease the 
heat transfer between channels. 



85

While larger scale heat exchanger print-
ing using a FFM printer could be feasible, 
especially if specific thermally conductive 
plastic filaments were used, an UV LCD 
resin 3D printer Creality Halot Mage Pro 
was tested for thin wall gyroid structure 
printing. Resulting prints (Fig. 8) had much 

better surface quality, no stringing and com-
pletely intact walls. Even lower wall thick-
nesses could be printed with good results; 
however, finalized prints always had slightly 
bigger wall thickness than modelled, so 0.6 
mm was chosen as more realistic dimension 
for large scale printing. 

Fig. 8. Gyroid structure samples printed with FFM 3D printer (black) and UV LCD printer (white).

After the initial CAD geometry devel-
opment, modelling of different cell size 
structures was carried out. 

Fig. 9. Gyroid cell.

To compare gyroid cell size effect on 

heat transfer and pressure drop, three differ-
ent gyroid structure variants were created, 
changing the size of the cell (Fig. 9) in each 
iteration, but keeping the overall model 
dimensions and wall thickness (0.6 mm). 
Specific surface area and porosity were 
determined by SolidWorks mass properties 
tool, but the hydraulic diameter for porous 
structures was calculated using the follow-
ing formula [8]:

 (2)

where ε is the porosity (a ratio of volume of 
flow channels for fluid flow to total volume 
of structure), Ss is the specific surface area 
(a ratio of gyroid surface area to the total 
volume of structure). Resulting hydraulic 
diameter for each cell size study is shown 
in Table 1.
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Table 1. Cell Size Study Geometric Parameters

Cell size, [mm] Specific surface area, Ss [m
2/m3] Porosity, ε Hydraulic diameter Dh [m]

20x20x20 314.9 90.6 % 0.0115

30x30x30 213.7 95.1 % 0.0178

40x40x40 155.7 95.5 % 0.0245

Similarly, more studies were conducted 
on disproportionate gyroid cells, with differ-
ent cell dimension in flow direction (Table 2). 
The obtained porosity values are over 90 % 

for all studies, which results from thin 
gyroid walls used – the cell length has little 
to no impact on structure porosity.

Table 2. Cell Length in Flow Direction Study Geometric Parameters

Cell size, [mm] Specific surface area, Ss [m
2/m3] Porosity, ε Hydraulic diameter, Dh [m]

20x20x20 314.9 90.6 0.0115

20x20x25 295.7 90.8 0.0123

20x20x30 283.8 90.8 0.0128

20x20x40 271.0 90.8 0.0134

20x20x50 264.4 90.8 0.0137

The gyroid solid model was assigned 
properties presented below.

Table 3. Material Properties Assigned

Material properties Value

Average density [kg.m-3] 1270

Specific heat [J.kg-1 K-1] 1000

Thermal conductivity [W.m-1.K-1] 0.2

The defined flow medium is air, with 
inlet volume flow values of 0.5, 1.875. 
3.25, 4.625. 6 m3/s. In all simulations, the 
temperature at the hot inlet is 20.05 °C, the 
temperature at the cold inlet is 0 °C, and the 
atmospheric pressure is set to 101325 Pa. 
The value of the inlet volume flow in the 
channels is variable to evaluate the influence 
of different flow parameters on the results. 
To solve K-ε transport equations for the 
turbulent kinetic energy, its dissipation rate 
was used, as it is the only turbulence model 
available by SolidWorks Flow simulation 
solver. Solving of 3-dimensional flow – 

pressure, velocity and other values – was 
done using Navier-Stokes equation system. 
Detailed mathematical model is defined in 
SolidWorks Flow Simulation 2020 Techni-
cal Reference [9]. 

To describe the effect of cell sizes on 
flow characteristics, temperature difference 
in cold and hot channels, and pressure drop 
in cold and hot channels were collected. 
The temperature difference was obtained 
by subtracting the average calculated out-
let temperature from the inlet temperature 
in one channel. Pressure drop values were 
obtained analogously.
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3. RESULTS AND DISCUSSION

The results provided in this study are 
pressure loss of air flowing through heat 
exchanger channels and temperature dif-
ference between each channels inlet and 
outlet. A total of 15 simulations were per-
formed to study the effects of cell sizes on 
heat exchange and pressure drop, as well as 
25 simulations on cell length effects. 

In order to determine the flow charac-
teristics in porous channels in each study 
case, Reynolds number was calculated [8]:

 (3)

where Dh is the hydraulic diameter, v is the 
flow velocity, µ is the viscosity and ρ is the 
density of the flowing fluid. Density and 

viscosity were chosen as an average of inlet 
and outlet values. Calculation of hydrau-
lic diameter for porous structures was dis-
cussed in the previous paragraph. 

The obtained Reynolds number values 
from hydraulic diameter and flow param-
eters (Table 4) indicate flow being in tran-
sition region (10–200) and fully turbulent 
flow region (Re  >  200), given that the 
Reynolds number values are reviewed as 
for flow through porous media  [10]. Only 
the lowest volume flow rate value used in 
simulation covers a transitional flow, where 
there is either not fully developed turbulent 
flow or a combination of laminar and tur-
bulent flow. The highest volume flow rate 
studies reach highly turbulent flow values. 

Table 4. Reynolds Number Values for Each Numerical Study

Gyroid cell size Volume flow rate, [m3/h] Re Gyroid cell size Volume flow rate, [m3/h] Re

20x20x20

0.5 77.26

50x20x20

0.5 92.03
1.875 289.74 1.875 345.10
3.25 502.22 3.25 598.18
4.625 714.69 4.625 851.25
6 927.17 6 1104.32

30x20x20

0.5 85.75

40x40x40

0.5 156.25
1.875 321.58 1.875 585.94
3.25 557.41 3.25 1015.63
4.625 793.23 4.625 1445.33
6 1029.06 6 1875.02

40x20x20

0.5 89.78

25x20x20

0.5 82.28
1.875 336.69 1.875 308.55
3.25 583.59 3.25 534.81
4.625 830.49 4.625 761.08
6 1077.40 6 987.35

30x30x30

0.5 113.84
1.875 426.90
3.25 739.96
4.625 1053.02
6 1366.08

Figure 10 presents the obtained pressure 
loss and temperature difference between 

channels results of cell size study.
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Fig. 10. Cell size study ΔT and pressure loss.

The obtained data indicate that by 
increasing the cell size the temperature 
difference between both hot and cold side 
channel inlets and outlets decreases simi-
larly in the entire range of flow rates, being 
around 30–40 % lower when increasing cell 
size from 20x20x20 to 40x40x40. It can 
be concluded that the relationship between 
temperature difference and flow rate is con-
sistent across all three studies. However, 
pressure loss values are close within lower 
flow rates of each study, but indicate a more 
rapid rise in pressure loss with a flow rate 
for each respective study. Thus, it can be 
concluded that the heat exchanger struc-
ture is the most efficient at low flow rates, 
with less internal friction in the flow, and 
by increasing the flow rate exponentially 
the pressure loss increases in the flow chan-
nels. Decreasing the cell size has a bigger 
effect on pressure loss in high volume flow 
regimes.

The obtained results of cell length in 
flow direction study are presented in Fig. 11. 
Cell length in flow direction is defined in 
the legend in mm. Cell width and height are 

20 mm in all studies. 
By increasing the length of the gyroid 

cells in the flow direction, it could be 
possible to significantly reduce the pres-
sure loss in flow channels, while having a 
minimal effect on heat transfer. This could 
imply that gyroid structure can be improved 
for heat exchanger use, by increasing the 
length proportion of cells. In this study, by 
increasing the cell length two times (from 
20 to 40 mm), pressure loss in each chan-
nel can be reduced from 71 % to 76 % in 
most of the volume flow rate range. At the 
same time, ΔT and, subsequently, the heat 
transfer between opposite flow channels is 
reduced by 6.6 % to 9.4 % in low volume 
flow rates, while achieving around 21.5 % 
reduction in higher flow rate ranges. Rela-
tions of graph lines of each study are similar 
to cell size study, but the results show big-
ger disproportionality between temperature 
difference and pressure loss results. Results 
show that proportional cells (20 mm in 
length) produce the steepest pressure loss 
curve while increasing the flow rate. By 
slightly increasing cell length, all further 
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curves have a slower exponential increase, 
indicating a less pronounced rate of growth 

in pressure loss as the flow rate increases.

 

 

Fig. 11. Cell length in flow direction study ΔT and pressure loss.

4. CONCLUSIONS

TPMS air-to-air heat exchangers pro-
vide high design freedom for reaching com-
pact sizes with a high surface area, low back 
pressure and high heat transfer. One of the 
main advantages is the production method 
used – 3D printing. While gyroid structure 
can be impossible to produce by traditional 
methods, printing can be used to manu-
facture even adjusted geometries, such as 
disproportionate cells, gradient TPMS 
structures and more. The main limitation is 
material used, as cheaper technologies can 
only use low heat transfer coefficient plas-
tics, while metal printing can be too expen-
sive to justify the cost. However, given that 
flow pressure for air-to-air heat exchangers 

in residential recuperators is relatively low, 
it can be bypassed by producing thin-walled 
heat exchangers, where the material con-
ductive heat transfer coefficient does not 
play a huge role in heat transfer between the 
flow channel.

As discussed before, some cell sizes 
work well at low air flows, but can decrease 
the heat transfer efficiency at higher flow 
rates. Each of the studies had pressure loss 
rising exponentially by increasing the air 
flow rate and Re number, which means 
that the gyroid cell sizes must be carefully 
chosen for each heat exchanger applica-
tion. The structure of flow channels creates 
transitional or turbulent flow regimes even 
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with relatively low air flow speeds, which 
increases the heat transfer as well as pres-
sure loss. 

It can be concluded that disproportional 
gyroid heat exchanger, with cells longer in 
the flow direction, could achieve signifi-
cantly lower pressure loss values, without 
losing much of the heat transfer characteris-
tics. This can be very important for compact 
size air-to-air heat exchanger design for res-
idential ventilation, as lower pressure loss 
means smaller and slower fans, which uses 
less power and produces less noise. 

Although the manufacturability for 
complex TPMS structured heat exchang-
ers is achievable by SLA, SLS, UV LCD 
printing or similar technologies, mass pro-
duction of such parts can have its own prob-
lems. Printing one whole heat exchanger 
for a compact air recuperator with UV LCD 
printer requires multiple hours of printing, 
whereas traditional plate heat exchang-
ers can be manufactured much faster. This 
would require large print farms for increas-
ing the production output, which might hin-
der the ability to scale the manufacturing.
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The integration of electrospun nanofibres into composite materials such as carbon fibre 
reinforced polymers (CFRP) and glass fibre reinforced polymers (GFRPs) has gained signifi-
cant attention for enhancing their mechanical and thermal properties. This study focuses on 
the impact of incorporating polyacrylonitrile (PAN)-based nanofibres into an epoxy matrix to 
form multi-layered laminate composites. Our approach involved interleaving these orientated 
nanofibres within CFRP/GFRP matrices to investigate improvements in bulk material charac-
teristics. The tensile and thermal properties of the resulting nanocomposites were thoroughly 
analysed. Thermogravimetric analysis (TGA) was employed to evaluate the thermal stability 
and degradation behaviour. In particular, nanocomposites exhibited an increase of 5–24 % in 
elastic modulus, aligning with predictions from analytical models. This research underscores 
the potential of PAN nanofibre mats for the development of lightweight, high-performance 
nanocomposites, offering a novel methodology for the enhancement of composite materials.

Keywords: Mechanical properties, nanocomposite, PAN nanofibre mat, thermogravimetry 
(TGA).

1. INTRODUCTION

The advent of electrospinning as a cost-
effective method for producing nanofibres 
has ushered in a paradigm shift in material 
science research, particularly in the realm 

of carbon fibre reinforced polymers (CFRP) 
and Glass Fibre Reinforced Polymers 
(GFRP). Over the past decade, research has 
increasingly gravitated towards the integra-
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tion of nanofibre mats into these composite 
materials. This growing interest is attrib-
uted to the compelling evidence that the 
interleaving of nanofibre mats significantly 
augments the mechanical and thermal attri-
butes of CFRP/GFRP composites [1].

The strategic inclusion of nanofibre 
mats within laminated composites yields 
numerous benefits. A primary advantage 
is the marked improvement in delamina-
tion resistance [2], which is essential for 
the preservation of the structural integrity 
of composites. Furthermore, the impact tol-
erance of these materials shows substantial 
improvement, thereby bolstering their resil-
ience against physical stresses and strains, 
a quality of paramount importance in appli-
cations subject to dynamic or unpredictable 
environmental forces.

Furthermore, the fracture and fatigue 
resistance of CFRP/GFRP composites is 
considerably reinforced through the intro-
duction of nanofibre mats. This enhance-
ment not only prolongs the useful life of the 
materials, but also reduces the frequency 
of necessary repairs or replacements. The 
interlaminar toughness and crack resistance 
also show significant improvements, con-

tributing to the overall durability and reli-
ability of these composite structures [3].

Another area of growing interest is the 
development of self-healing materials and 
nanofibrous materials with antibacterial 
properties with textiles [4]–[6]. Incorpora-
tion of nanofibre mats into composites is a 
gateway to pioneering materials capable of 
autonomously repairing damage, thereby 
extending their utility and functional lifes-
pan.

Table 1 meticulously catalogues these 
enhancements, each improvement substan-
tiated by pertinent references. This provides 
an exhaustive overview of the prevailing 
research in this domain, emphatically dem-
onstrating the profound impact of nanofi-
bre mats on the performance of compos-
ite materials. Table 1 also highlights the 
significance of integrating nanofibre mats, 
derived from various materials, into CFRP 
and GFRP. It elucidates how this integra-
tion materially enhances the mechanical 
and thermal properties of these composites, 
highlighting improvements in delamination 
resistance, impact and fracture tolerance, 
fatigue resistance, and interlaminar tough-
ness and crack resistance.

Table 1. Enhancements in CFRP/GFRP Composites through Nanofibre Mat Interleaving
Application of nanofibre mats in CFRP/GFRP composites References 
Improving the delamination resistance [7]–[11]
Enhancing the low impact tolerance [7], [12]–[15]
Augmenting the fracture resistance [12], [16]–[20]
Enhancing the fatigue resistance [2], [8], [13], [16]
Improvement in thermal properties [21]–[26]
Enhancement of mechanical properties [22]–[31]
Improvement in interlaminar toughness [32]–[39]
Development of self-healing composite materials [40], [41]

Table 1 encapsulates the diverse appli-
cations of nanofibre mats in reinforcing 
CFRP and GFRP composites, as delineated 
in the literature. Each category of improve-
ment is supported by a range of references, 
illustrating the breadth of research and cor-

roborating the multifaceted enhancements 
attributed to the inclusion of nanofibre 
mats. This compilation provides a valuable 
resource for understanding the scope and 
depth of current advances in this field.

Notwithstanding these advances, inves-
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tigations into the tensile strength and ther-
mal properties of nanofibre interleaved 
composite laminates remain relatively unex-
plored. Although notable enhancements in 
tensile strength and thermal degradation 
resistance are observed with nanofibre mat 
interleaving, corroborative evidence for 
similar improvements in tensile strength 
for interleaved composites is limited. This 
underscores the need for more comprehen-
sive research into the mechanical and ther-
mal behaviours of nanofibre interleaved 
composite laminates, particularly in order 

to determine if this methodology can effec-
tively mitigate one of the fundamental limi-
tations of laminated composites.

The present research focuses on the 
influence of polyacrylonitrile (PAN) nano-
fibre mats on the mechanical and thermal 
properties of epoxy composites. Through 
the interleaving of various layers of nanofi-
bre mats to fabricate layered structures, this 
study endeavours to discern their impact on 
the mechanical and thermal properties of 
nanocomposites.

2. MATERIALS AND METHODOLOGY 

This study delves into the impact of 
polyacrylonitrile (PAN) nanofibre layers 
on laminated nanocomposite materials, 
employing a methodology that integrates 
the fabrication of electrospun nanofibres, 
mechanical testing, and thermal analysis.

In the fabrication of electrospun nano-
fibres, the materials used included PAN 
powder, with an average molecular weight 
of 150,000 and a CAS number of 25014-
41-9, and N,N-dimethylformamide (DMF), 
a solvent with a purity of at least 99.8 % and 
a CAS number of 68-12-2. These materials 
were obtained from Sigma-Aldrich, Merck 

KGaA, Darmstadt, Germany. Additionally, 
the liquid resin epoxy and hardener, iden-
tified by the CAS number 964-67-8, were 
obtained from the Latwood Master razosa-
nas komercfirma Ltd in Latvia. The PAN 
nanofibre mat was conducted in a manner 
similar to that previously described in the 
literature [42]–[45] and employed the hand 
lay-up method, as previously utilised by 
the author [25] for reinforced polyamide 6 
reinforced nanocomposites. A detailed flow 
chart of the nanocomposite fabrication pro-
cess is presented in Fig. 1.

Fig. 1. Comprehensive schematic illustrating the fabrication process of the layered nanocomposite.
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For mechanical testing, the tensile prop-
erties of the nanocomposites were evaluated 
using a Mecmesin Multi-Test 2.5-i tensile 
testing machine, equipped with a 25/250-N 
sensor, provided by PPT Group UK Ltd., 
Mecmesin, UK. The consistency and reli-
ability of the results were ensured by con-
ditioning the samples at room temperature 
according to ISO 139:1973 “Standard Envi-
ronments for Conditioning and Testing,” 
which stipulates a temperature of 21 ± 1 °C, 
a relative air humidity of 60 % and atmo-
spheric pressure of 760 mm Hg. The sample 
dimensions adhered to the ASTM D882-18 
standard, measuring 50 mm × 10 mm 
(length × width), with four measurements 
taken to accurately determine the tensile 
properties. The thickness of the nanofi-
bre mats was precisely measured using 
a digital micrometre (range: 0–25 mm; 
Digimatic micrometre, MDC-25PX, code 
No. 293-240-30, serial No. 71912410, 
Mitutoyo, Japan). For the tensile testing, 
specimens were prepared both parallel to 
the nanofibre direction, facilitating testing 
in longitudinal directions. A specific paper 
template was used for sample preparation, 
and the samples were mounted on the ten-
sile testing machine with double-sided thin 
scotch tape, followed by careful removal 
of the sides of the paper template. Figure 2 
illustrates the tensile test specimen.

Fig. 2. Depiction of post-tensile nanocomposite 
samples.

The methodology further encompasses 
a systematic approach to classifying the 
nanocomposite specimens, which were 
composed of varying layers of PAN nano-
fibre mats interleaved within the epoxy 
matrix. These specimens were designated 
with specific labels: “CL1”, “CL2”, and 
“CL3”. Each label corresponds to a distinct 
composite structure, with “CL1” represent-
ing a composite containing a single layer of 
nanofibre mat, “CL2” for a composite with 
two layers, and “CL3” for those comprising 
three layers of nanofibre mats. The initial-
ism “CL” in these designations stands for 
“Composite Layer”, followed by a numeral 
denoting the number of nanofibre layers 
incorporated within the composite. This 
classification system facilitated a structured 
and precise evaluation of the mechanical 
and thermal properties of the nanocom-
posites, allowing for a clear comparison 
between the varying compositions and 
structures.

For statistical significance the Halpin-
Tsai model was applied to the PAN nano-
fibre-reinforced epoxy composites, with its 
predictions compared with experimental 
data to validate its effectiveness in estimat-
ing the mechanical properties of these com-
posites. 

  (1)

where 
Ec – the effective modulus of the composite 
material, MPa.
Em – the modulus of the matrix material, 
MPa.
Vf – the volume fraction of the fibres.
η – the efficiency parameter, which is a 
function of the aspect ratio of the fibres.
ζ – the reinforcement factor, which relates 
the modulus of the fibre to the modulus of 
the matrix.
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The Halpin-Tsai model, useful for com-
posites with a high aspect ratio of rein-
forcement fibres, assumes perfect bonding 
between fibres and matrix, treating the com-
posite as a homogenised material. 

Thermal properties were evaluated by 
thermogravimetric analysis (TGA), using 
a TG 209 F1 Libra® thermomicrobal-
ance from NETZSCH, Germany. Samples, 
weighing between 5 and 6 mg, were placed 
in Al2O3 crucibles and subjected to a temper-
ature range of 20 °C to 800 °C at a heating 

rate of 10 °C/min, under an inert nitrogen 
atmosphere with a flow rate of 30 ml/min. 
Precise weight measurements of the sam-
ples were carried out using a laboratory 
scale from KERN&Sohn GmbH, Germany. 
The TGA provided insightful data on the 
thermal stability and decomposition char-
acteristics of the composite materials, with 
a focus on identifying specific temperatures 
at which significant mass loss occurred, thus 
indicating the thermal degradation points of 
the composite material.

3. RESULTS AND DISCUSSION

The results obtained from the tensile 
testing of PAN nanofibre mats, pure epoxy, 
and nanocomposites with varying layers of 
PAN nanofibre are instrumental in under-
standing the mechanical behaviour of these 
materials.

Figure 3 shows the tensile strength and 
elongation properties of PAN nanofibre 

mats. The data indicate that the PAN nanofi-
bre mat exhibits a maximum tensile strength 
of approximately 8.5 ± 0.5 MPa and an 
elastic modulus of around 920 ± 15 MPa. 
Furthermore, the material demonstrates an 
elongation at break of 5.4 ± 0.1 %, suggest-
ing a degree of flexibility inherent in the 
PAN nanofibre mats.

Fig. 3. Results of PAN nanofibre mats.

Figure 4 shifts the results of the focus to 
the tensile test for pure epoxy. The results 
reveal that pure epoxy has a higher maxi-
mum tensile strength of 12.8 ± 2 MPa com-

pared to the PAN nanofibre mats, although 
with a lower elastic modulus of 580 ± 12 
MPa. The elongation at break for pure 
epoxy is recorded at 5.1 ± 0.2 %, which is 
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closely aligned with the values observed 
for the PAN nanofibre mats. In particular, 

sample Ep 1 was excluded from the analy-
sis due to measurement error.

Fig. 4. Results of pure epoxy.

The tensile properties of nanocom-
posites with different layers of PAN nano-
fibre are detailed in Figs. 5–7. The single 
layer nanocomposite, as shown in Figure 5, 
exhibits a maximum tensile strength of 
12.5 ± 2 MPa and an elastic modulus of 
610 ± 15 MPa, in conjunction with an 
elongation at break of 2.1 ± 0.2  %. On 
the contrary, the two-layer nanocompos-

ite shown in Fig.  6 shows an increase in 
tensile strength to 16 ± 3 MPa and elastic 
modulus to 650 ± 18 MPa, with an elonga-
tion at break of 3 ± 0.3 %. The three-layer 
nanocomposite, presented in Fig. 7, further 
enhances these properties, demonstrating a 
maximum tensile strength of 18 ± 2 MPa, 
an elastic modulus of 720 ± 12 MPa, and an 
elongation at break of 3 ± 0.5 %.

Fig. 5. Tensile test results for single-layer PAN nanofibre-epoxy composite.

Fig. 6. Results of tensile testing on a two-layer PAN nanofibre-epoxy composite.
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Fig. 7. Results of tensile properties for three-layer PAN nanofibre-epoxy composite.

Table 2 offers a concise summary of the 
mechanical properties of all the materials 
tested, including PAN nanofibre mats, pure 
epoxy, and various layered nanocompos-
ites. Table 1 enables an efficient compari-
son across different materials, underscoring 

the incremental improvements in tensile 
strength and elastic modulus brought about 
by the addition of PAN nanofibre layers, 
while moderately affecting their elongation 
at break.

Table 2. Summary of Mechanical Properties: PAN Nanofibre Mats, Pure Epoxy, and Layered Nanocomposites

Samples Thickness, t (µm) Tensile strength
σ at break (MPa) Young’s modulus, E (MPa) Elongation at break,

ε at break (%)
PAN 74 ± 10 8.5 ± 0.5 920 ± 15 5.4 ± 0.1
EP 154 ± 7 12.8 ± 2 580 ± 12 5.1 ± 0.2
CL1 200 ± 11 12.5 ± 2 610 ± 15 2.1 ± 1
CL2 270 ± 15 16 ± 3 650 ± 18 3 ± 0.3
CL3 335 ± 18 18 ± 2 720 ± 12 3 ± 0.5

The findings of these tests and analy-
ses highlight that the incorporation of PAN 
nanofibre mats into epoxy composites sig-
nificantly improves their mechanical prop-
erties, particularly in terms of strength and 
stiffness. This enhancement in material 
properties with the addition of nanofibre 
layers illuminates the potential of nanofi-
bre reinforcement in the development of 
advanced material applications.

The study also incorporates the appli-
cation of the Halpin-Tsai micromechani-
cal model to calculate the elastic modulus 
of the nanocomposites. This model uses 
specific experimental values, including the 
modulus of the epoxy matrix (EE) recorded 
at 580 MPa and the modulus of the PAN 

nanofibre mat (EPAN) recorded at 920 MPa.
Upon integrating these values into the 

model, the resultant calculations for the 
elastic modulus of the nanocomposites with 
varying layers of PAN nanofibre are as fol-
lows:
•	 for the composite with one layer of 

PAN nanofibre mat (ECL1), the calcu-
lated elastic modulus is 610 MPa;

•	 for the two-layer composite (ECL2), the 
modulus increases to 635 MPa;

•	 the three-layer composite (ECL3) exhib-
its a further increase in the elastic mod-
ulus, reaching 670 MPa.

These results demonstrate a progres-
sive increase in the stiffness of the com-
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posite material with the incorporation of 
additional layers of PAN nanofibre mats. 
The calculated values reflect the enhanced 
mechanical properties of the nanocompos-
ites, confirming the reinforcement efficacy 
of the PAN nanofibres. This progression 
aligns with the predictions of the Halpin-
Tsai model, highlighting its applicability 
in estimating the mechanical properties of 
fibre-reinforced composites.

Figure 8 presents the results of thermo-
gravimetric analysis (TGA) for pure epoxy. 
The analysis elucidates that the maximum 
degradation temperature of pure epoxy is 
recorded at 373.5  °C. This temperature is 
indicative of the point at which the most 
significant thermal decomposition occurs, 
providing an insight into the thermal stabil-
ity of the epoxy.

Fig. 8. TGA and DTG graphs of pure epoxy.

Proceeding with the TGA studies, Fig. 
9 examines the thermal degradation of 
the single-layer reinforced nanocompos-
ite. In particular, the peak degradation of 
this composite was observed at a slightly 

reduced temperature of 370.5 °C. This mar-
ginal decrease, in comparison with pure 
epoxy, suggests that the incorporation of a 
single nanofibre layer subtly influences the 
thermal stability of the composite.

Fig. 9. TGA and DTG graph of the PAN nanofibre reinforced composite.
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In the context of the double layer rein-
forced nanocomposite, as demonstrated in 
Fig. 10, the maximum degradation tempera-
ture was found to be 369.4 °C. This further 

decline in the peak degradation temperature 
with the addition of another layer of nanofi-
bres underscores a more pronounced impact 
on the thermal properties of the composite.

Fig. 10. TGA and DTG graphs of double-layer PAN nanofibre reinforced composite.

Extending this thermal analysis to the 
reinforced three-layer nanocomposite in 
Fig.  11, the degradation peak occurs at a 
lower temperature of 364.2 °C. This consis-
tent reduction in the degradation tempera-

ture with each additional layer of nanofibres 
highlights the significant effect of nanofibre 
reinforcement on the thermal behaviour of 
the composites.

Fig. 11. TGA and DTG graph of three-layer PAN nanofibre reinforced composite.

Figure 12 offers a comparative TGA 
analysis of all nanocomposites alongside 
pure epoxy. This juxtaposition provides 
a lucid visual depiction of the impact of 

nanofibre layer addition on the thermal deg-
radation behaviour of epoxy composites. 
It facilitates a straightforward comparison 
between the thermal stability of the pure 
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epoxy and that of the nanocomposites, ac-
centuating the role of nanofibre reinforce-

ment in modifying the thermal response.

Fig. 12. Comparative thermogravimetric analysis: Nanocomposites versus pure epoxy (highlighted in green).

The thermogravimetric analyses con-
ducted are pivotal in delineating the thermal 
properties of the nanocomposite materials. 
The gradual decrease in the peak degrada-
tion temperature with the incremental addi-
tion of nanofibre layers clearly manifests 
the influence of nanofibres reinforcement 
on the thermal behaviour of epoxy compos-
ites.

These analyses are instrumental in opti-
mising the design of nanofibre-reinforced 
composites for specific applications where 
thermal properties are crucial. The findings 
emphasise the necessity of comprehending 
the interactions between the matrix material 
and the reinforcing nanofibres, since these 
interactions are determinants of the com-
posite’s overall performance and applica-
bility in various scenarios.

Incorporation of the Halpin-Tsai model 
into our analysis provides a more nuanced 
understanding of the mechanical enhance-
ments brought about by the inclusion of 
PAN nanofibre mats in epoxy composites. 
The predictions of the model, corroborated 
by our experimental findings, underscore 
the significant role these nanofibres play in 
increasing the stiffness of the composites. 
Notably, the observed progressive increase 

in elastic modulus with the addition of more 
nanofibre layers is consistent with theoreti-
cal expectations and is experimentally vali-
dated, affirming the reinforcing efficacy of 
the PAN nanofibres.

Tensile strength tests further reinforce 
the notion that PAN nanofibre mats signifi-
cantly bolster the mechanical attributes of 
epoxy composites. The evident increase in 
tensile strength and elastic modulus with 
each additional nanofibre layer under-
scores the effectiveness of this reinforce- 
ment strategy, which is also noted in this 
research [3] the research on composite 
laminates enhanced with electrospun ther-
moplastic nanofibres is still very limited 
and a thorough understanding of the tough-
ening mechanism is still missing. This 
article provides thorough insights into the 
micromechanisms that lead to the inter-
laminar toughening of carbon/epoxy com-
posite laminates interleaved with electros-
pun polyamide nanofibrous veils. The main 
mechanism leading to a higher interlami-
nar fracture toughness, both under Mode 
I and Mode II loading conditions, was the 
bridging of (micro. However, this improve-
ment in strength comes with a concomitant 
decrease in ductility, as evidenced by the 
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reduced elongation at break. This trade-off 
is a common feature in composite materials, 
where the infusion of reinforcing elements 
typically enhances strength at the expense 
of flexibility.

Thermogravimetric analysis (TGA) 
reveals an intriguing aspect of the thermal 
properties of the nanocomposites. While 
pure epoxy exhibits a higher thermal deg-
radation temperature, the addition of PAN 
nanofibres induces a reduction in this tem-
perature. This phenomenon suggests a pos-

sible alteration in the thermal degradation 
behaviour of the epoxy matrix upon intro-
duction of the nanofibres. The consistent 
reduction in the maximum degradation 
temperature with each layer of nanofibres 
could imply a cumulative effect of nanofi-
bre reinforcement on the thermal stability 
of the composites. This observation war-
rants a deeper investigation into the thermal 
interaction mechanisms between the epoxy 
matrix and PAN nanofibres.

4. CONCLUSIONS

This study provides a comprehensive 
analysis of the mechanical and thermal 
properties of PAN nanofibre-reinforced 
epoxy composites, enriched by the applica-
tion of the Halpin-Tsai model. The progres-
sive increase in stiffness with the addition 
of more nanofibre layers, as predicted by 
the model and confirmed by experimen-
tal results, highlights the effectiveness of 
nanofibre reinforcement in improving the 
mechanical properties (5–24 %) of compos-
ites.

The findings of tensile testing and 
thermogravimetric analyses demonstrate 
the potential of these composites in appli-
cations requiring enhanced mechanical 

strength and modified thermal properties. 
The gradual decrease in the maximum deg-
radation temperature with increased nanofi-
bre layers, though warranting further inves-
tigation, provides valuable insights into the 
thermal behaviour of these materials.

In conclusion, the study contributes sig-
nificantly to the field of composite materials, 
offering vital information on the interplay 
between mechanical strength, flexibility, 
and thermal stability in nanofibre-reinforced 
composites. Future research should focus on 
a deeper exploration of the interfacial inter-
actions between the matrix and the reinforc-
ing fibres and the scalability of these com-
posites for practical applications.
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Analysis of the statistics on the regularity of aircraft departures from the airport shows 
that one of the reasons for delays is poor operational management, leading to deviations from 
established norms in the timing of individual technological operations preparing aircraft for 
departure. This article presents an approach to solving this problem, which is considered a 
multi-criteria task. To address it, an imitation model in the form of a complex of modules 
has been developed. A corresponding algorithm for the functioning of each module has been 
devised. To ensure the necessary conformity of the model to real conditions, a check of the 
technological process variables for stochasticity has been conducted based on daily flight plans 
of the airport, using Wilcoxon and Smirnov-Kolmogorov criteria. Based on the timing of the 
duration characteristics of individual technological operations for servicing flights of differ-
ent aircraft types under various conditions, a “Random Variable Generator” scheme has been 
developed. Frequency polygons and probability distribution functions of deviations in aircraft 
arrivals, obtained through statistical analysis, are presented in the paper.

Keywords: Aircraft, algorithms, flights, simulation modelling, technological processes.

1. INTRODUCTION

In civil aviation, there are concepts of 
flight regularity and departure regularity 
from airports. Flight regularity is determined 
by the scheduled departure or arrival time 
of the aircraft at its destination. Departure 

regularity from airports is determined by the 
actual departure time compared to the sched-
uled time. Analysis of the statistics regard-
ing adherence to departure times of aircraft 
from airports according to the flight schedule 
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shows that one of the significant causes of 
delays is deviations in the timing of individ-
ual technological operations preparing the 
aircraft for flight from the established norms. 
Consequently, there is a necessity to inves-
tigate the management processes of airport 
services responsible for carrying out indi-
vidual technological operations in aircraft 
preparation for departure. This task belongs 
to the class of multi-criteria problems. Solv-
ing it using classical analysis methods is 
practically impossible due to its complexity. 
Simplifying the model could lead to errone-
ous results. Therefore, the authors have uti-
lised the methodology of simulation model-
ling as an approach. Simulation modelling 
proves to be an effective tool for addressing 

multi-criteria problems associated with mass 
servicing systems.

This article proposes an approach to 
addressing the problem of improving opera-
tional management of the technological pro-
cess of preparing an aircraft for departure, 
considering it as a multi-criteria task. The 
problem is tackled based on an imitation 
model in the form of a complex of modules. 
To achieve this, the technological process 
of preparing the aircraft for flight is decom-
posed into a series of local tasks (modules). 
The developed algorithms within this com-
plex serve as the foundation for the develop-
ment of an automated system for operational 
management of the technological process of 
preparing aircraft for a flight.

2. APPROACH TO DEVELOPING AN IMITATION MODEL

We will conceptualise the model as a set 
of relationships implemented by a system of 
blocks. To achieve this, we will decompose 
[1] the technological process of preparing 
the aircraft for departure into individual 
technological operations.

The decomposition diagram of the gen-
eral task of operational planning of the tech-
nological process of flight servicing into 
individual tasks (technological operations) 
is presented in Fig. 1.

Fig. 1. Graph of the technological process of servicing a flight for the most general case – a transit flight: 
1 – aircraft parking determination, 2 – aircraft technician, 3 – pushback tractor, 4 – gangway, 5 – passenger 

boarding, 6 – bus, 7 – passenger registration, 8 – storage, 9 – tanker, 10 – cargo, 11 – mail, 12 – catering, 13 – 
luggage, 14 – starting engines.
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The sequence of calculations in the 
model corresponds to the natural sequence 
of performing technological operations. 
In this process, the time taken for the last 
operation determines the completion time 
of servicing the final flight and the depar-
ture time of transit or initial flights.

 All indicators characterising the tech-
nological process will be grouped together: 
1.	 Input variables include parameters 

characterising the current flight sched-
ule at the airport;

2.	 Model constants are constant values 
that describe the technical characteris-
tics of the airport and the facilities used 
for servicing flights;

3.	 The group of control parameters 
includes: the actual start and end times 

of servicing for a particular flight, start 
and end times of breaks in the operation 
of servicing facilities, and others;

4.	 Output parameters characterise the 
results of the system’s actions and 
determine the values of target functions 
such as: departure regularity of aircraft, 
utilisation time of a particular servicing 
facility, flight delay magnitude, and oth-
ers.

By combining the indicators charac-
terising the technological process with the 
technological operations, we have obtained 
a complex of blocks [2], as shown in Table 1, 
each of which is described by a specific set 
of variables presented in groups. 

Table 1. The Complex of Blocks of the Simulation Model

1 Arrival 9 Registration

2 Random Variable Generator 10 Passenger lounge/waiting department

3 Designation of parking lots 11 Luggage

4 Aircraft maintenance technician 12 Mail

5 Pushback tractor 13 Cargo

6 Bus 14 Refueller

7 Boarding stairs 15 Flight catering

8 Meeting and boarding 16 Departure

Based on the condition that the servic-
ing of each individual flight is carried out 
strictly in accordance with the sequence of 
technological operations, we obtain the dia-
gram of information flow between the blocks 
of the simulation model (Fig. 2). According 
to this diagram, the “Arrival” block (1) gen-
erates the initial data for the model based 
on the schedule of aircraft movements at 
the airport and the availability of servic-
ing facilities for flights, considering aircraft 
types. In the “Gate Assignment” block (3), 
the task of allocating parking spaces for 

aircraft after their arrival is solved. Tasks 
such as determining the number of required 
servicing facilities for other technological 
operations, scheduling their operation, etc., 
are solved by blocks 4–14. The “Departure” 
blocks (15 and 16) simulate the engine start 
times and generate the protocol of airport 
model operation: flight departure delays are 
calculated, regularity values achieved at 
different threshold levels are determined, a 
table of local delays for technological oper-
ations, etc., is generated.
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Fig. 2. Scheme of information connections between blocks in the simulation model.

As evidenced by experience, the com-
pletion times of practically all technologi-
cal operations involved in preparing aircraft 
for a flight exhibit random characteristics 
[3],  [4]. Therefore, to ensure the neces-
sary fidelity of the model to real-world 

conditions, stochastic variables should be 
employed. To achieve this, a verification of 
the variables of the technological process 
involved in preparing aircraft for a flight for 
stochasticity was conducted.

3. VERIFICATION OF THE VARIABLES OF THE 
TECHNOLOGICAL PROCESS INVOLVED IN PREPARING 
AIRCRAFT FOR A FLIGHT FOR STOCHASTICITY

The primary input variable influencing 
the achievement of the main goal of airport 
operational management is the arrival time 
of aircraft. Deviations in arrival time from 

the scheduled time are influenced by various 
factors, among which meteorological con-
ditions along the route and at departure and 
arrival airports, delays in aircraft servicing 



111

at the departure airport, etc., dominate. The 
nature of these deviations is determined 
using statistical analysis methods [5]. Data 
on the deviations between the actual arrival 
time of aircraft and the scheduled time were 
obtained based on the daily flight plans of 
the airport* (Due to confidentiality, airport-
related data are not provided). The sample 
size comprised 1500 flights and ranged from 
minus (-) 50 minutes to plus (+) 80 minutes. 
Frequency polygons of arrival time devia-
tions were constructed and investigated for 
intervals ranging from 3 to 12 minutes. As a 
result, a grouping interval of 9 minutes was 
used. With this approach, it is quite likely 
that the days of the week are relative to the 
schedule. An analysis of the homogeneity of 
samples was conducted, i.e., the hypothesis 
that the samples belong to the same popula-
tion was tested. Different criteria were used 
to compare indicators measured under two 
different conditions on the same sample [6]. 
Initially, the authors chose the most lenient 
Wilcoxon criterion [7].

The Wilcoxon criterion is based on 
counting the number of inversions, where 
inversions are defined as follows: observa-
tions obtained in two samples are arranged 
in a combined sequence in ascending order 
of their values. If a value x from one sample 
precedes a value y from another sample in 
the combined ordered sequence, then this 
pair creates an inversion u.

When the size of the first sample is n 
and the second is m, if n > 5 and m > 10, 
the number of inversions is approximately 
normally distributed with a mean:

 (1)

with a variance:

 (2)

Based on this criterion, the critical 
region of large absolute deviations was 
determined. However, during the analysis 
of various samples, there were instances 
where the values of inversions u did not 
fall within the critical region. Upon analys-
ing different samples, it was found that all 
days of the week in the flight plan exhibited 
homogeneity in terms of flight deviations 
from the schedule. To refine the results, the 
hypothesis was tested using the more sen-
sitive Kolmogorov-Smirnov criterion [8]. 
This is one of the most widely used statisti-
cal criteria, used to test hypotheses of the 
match between the distribution function of 
the investigated variable, constructed from 
the sample, with the distribution function in 
another sample or with the theoretical dis-
tribution function. This criterion is the most 
stringent as it identifies all types of distri-
bution differences, not just those related to 
differences in specific parameters. 

The statistic used to compare the two 
samples is the largest difference between 
the proportions of observations in both sam-
ples that do not exceed the same value. The 
investigation revealed that in our case, it is 
more appropriate to speak of three groups 
into which our data can be divided. As a 
result of the analysis, all data were grouped, 
and frequency polygons were calculated as 
follows:

Group I:
Tuesday, Wednesday, Thursday, Friday;

Group II: 
Monday, Saturday;

Group III: 
Sunday.

Frequency polygons of the grouped 
data are presented in Fig. 3.
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Fig. 3. Frequency polygons of aircraft arrival deviations.

As seen in Fig. 3, the numerical charac-
teristics of the first and second groups are 
very close in terms of their first and sec-
ond order moments: the means are m1 = 0.4 
minutes and m2 = -1.5 minutes, while the 
standard deviations are σ1 = 20.6 minutes 

and σ2 = 19.5 minutes. The fact that the cri-
terion rejected their homogeneity is presum-
ably explained by differences in higher order 
moments. Based on the obtained results, 
empirical distribution functions were selected 
for use in the model, as presented in Fig. 4.

Fig. 4. Probability distribution functions of aircraft arrival deviations at the airport.
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To construct the distribution functions, 
splines were chosen as the approximation 
tool, which are continuous up to the sec-
ond derivatives inclusive at the “junctions” 
[9]. This allows for adjusting the model to 
approximate reality when using the simula-
tion model. The “Random Variable Genera-
tor” is included in the scheme of informa-
tion links between blocks of the simulation 
model in Fig. 2. It allows for model adjust-

ment to approximate reality. It also provides 
the opportunity to adjust the initial data of 
the model, forming the basis for the opera-
tion of functional blocks, which allows pre-
dicting the operation of a set of technological 
processes for servicing flights at the airport. 
Additionally, to obtain results in operational 
problem-solving tasks of the model as a 
whole or its individual blocks, the “Random 
Variable Generator” may not be applied.

4. DEVELOPMENT OF THE “RANDOM VARIABLE GENERATOR”

During the development of the “Ran-
dom Variable Generator”, the authors pro-
ceeded from the condition that the duration 
of each operation in the technological pro-
cess of aircraft preparation for a flight was 
determined by the performance of the ser-
vicing equipment used for these purposes, 
which depended on the volume and nature 
of the work. This time is set by technical 
documentation and serves as a standard for 
it. The actual duration of the equipment 
operation varies from flight to flight due 
to differences in the number of passengers, 

aircraft type, fuelling volume, time of day, 
etc. Therefore, the completion of each oper-
ation can be considered a random variable. 

To confirm this circumstance, a chrono-
metric study of the actual time for passen-
ger check-in, boarding, baggage inspection, 
delivery to the aircraft, as well as boarding 
(disembarkation) time for aircraft of dif-
ferent types was conducted. Based on the 
obtained results, probability density func-
tions of the deviations in operation duration 
from the normative were constructed, as 
shown in Fig. 5.

Fig. 5. Probability density function of deviations in the duration of servicing the flight by the passenger 
handling crew on board the aircraft.
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The material obtained in this way 
allows for the construction of a generator 
for the time characteristics of the duration 
of individual technological operations for 
servicing flights of different types of air-

craft at different times of the day, seasons, 
etc. With its help, adjustments to the model 
can be made to approximate it to reality. 
The block diagram of the generator is pre-
sented in Fig. 6.

Fig. 6. Block diagram of the “Random Variable Generator”.

The operation of the random variable 
generator is as follows. The generator is 
activated by Block  (1). Subsequently, the 
type of variable is identified  (2). If it con-
cerns the arrival of an aircraft, the day of 
the week is determined (3), followed by 
the selection of the necessary distribution 
function  (4). In the case of generating a 
random deviation value of the duration of a 

technological operation from the mean, the 
type of operation  (5) and aircraft type  (6) 
are defined, and the corresponding distri-
bution function is chosen. Using the Pseu-
dorandom Uniform Distribution Generator 
on the interval (0,1) (7), the ordinate value 
of the distribution function is realised  (8). 
The spline function method (9) is applied to 
interpolate the value of the function between 
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adjacent nodes and determine its value (10). 
Subsequently, deviations from normative 
values of variables are calculated (12, 16), 
and necessary adjustments are made to the 
arrival time of the flight or the completion of 
the technological operation (13, 17). Next, 

the need for further generation of random 
variables is checked (14, 18). If such need 
exists, control is transferred to Blocks (3) 
or (5). Otherwise, functional blocks of the 
model are excluded through module (15).

5. CONCLUSIONS

1.	 The approach based on simulation mod-
elling is presented for investigating the 
multi-criteria problem of aircraft prepa-
ration for departure at an airport. The 
simulation model consists of a set of 
modules that combine related variables 
characterising the states of individual 
technological operations and transform 
them into processes.

2.	 The choice of simulation modelling 
methodology necessitated:
•	 decomposing the overall task of 

operational planning of the techno-
logical process for aircraft prepa-
ration for a flight into an intercon-
nected set of modules, reflecting 
the flow of individual technological 
processes;

•	 developing the structure of connec-
tions between individual blocks, 
reflecting the informational and 
technological operations of aircraft 
preparation, and serving as the syn-
thesising algorithm of the simula-
tion model.

3.	 To ensure the necessary correspondence 
of the model to real conditions, a veri-
fication of the stochastic nature of the 
variables in the technological process 
of aircraft preparation for flights was 
conducted based on the daily flight 
plans of the airport, using the Wilcoxon 
and Kolmogorov-Smirnov criteria. The 
results of this study yielded frequency 
polygons of grouped data and selected 
empirical distribution functions for use 
in the simulation model.

4.	 Based on the timing of the duration of 
individual technological operations for 
servicing flights of different types of 
aircraft in various conditions, a scheme 
for the “Random Variables Generator” 
has been developed. With its help, it is 
possible to adjust the model to approxi-
mate it to reality. It also provides the 
ability to adjust the initial model data, 
serving as the basis for the operation 
of functional blocks. In cases where its 
use is not necessary, its deactivation is 
provided.
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