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Persistent luminescence (PersL), also called long-lasting phosphorescence or simply after-
glow, is a luminescence characterised by the emission of radiation from a few seconds to 
several days after the excitation source has been switched off. Over the past two decades, 
research on PersL materials, both in fundamental and applied physics, has developed rapidly; 
however, the explanation for the physical processes that cause afterglow still needs to be clari-
fied. Today, PersL materials are used mainly for luminescent paints, safety signs and decora-
tions. At the same time, research into using such materials in medicine, information storage, 
anti-counterfeiting technology, etc., is underway.

Currently, information on the long persistent luminescence materials with emission in the 
blue and green spectral range is widely available. In contrast, the number of publications on 
the afterglow in the red and near-infrared spectral range is considerably lower.

Within the framework of this research, Mg2SiO4: Mn2+; M3+ (M3+ = B3+; Al3+; Ga3+; In3+) 
materials were synthesised using solid state reaction synthesis. When excited with X-rays, the 
materials exhibited a broad Mn2+ PersL band with two maxima at approximately 625 nm and 
730 nm. After cessation of irradiation, an afterglow of at least 6 hours could be observed.

The research focuses on the trap properties of the materials. It was concluded that at least 
three discrete trap levels with activation energies approximately between 0.4–1.6 eV were 
present in the samples. Additionally, co-doping with Al3+; Ga3+; In3+ ions improved PersL lon-
gevity of the Mg2SiO4: Mn2+ material. 

Keywords: Activation energy, Mn2+, persistent luminescence, thermally stimulated lumi-
nescence, traps.
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1. INTRODUCTION

Persistent luminescence (PersL) is a type 
of luminescence that involves the emission 
of radiation even after the irradiation source 
has been turned off. This delayed emission 
occurs due to the trapping of charge carri-
ers by point defects in crystals, which func-
tion as trapping sites. The charge carriers are 
gradually released and then recombine at 
luminescence centres. However, the mecha-
nism behind PersL is still not fully compre-
hended [1]–[3].

PersL materials are generally utilised for 
low-tech purposes like luminescent paints, 
safety signs, and decorative items. How-
ever, there are ongoing research and devel-
opment efforts to explore their potential in 
fields like medicine, military technology, 
and anti-counterfeiting [4]–[6]. While most 
well-developed PersL materials emit light 
in the visible part of the spectrum, particu-
larly green, there is relatively less research 
on materials with emission bands in the 
red region. The most prominent red light-
emitting PersL materials are Y2O2S: Eu3+, 
Mg2+, Ti4+ [7], Ca1-xSrxS: Eu2+ [8] and oth-
ers [9]–[11]. However, using rare-earth ions 
significantly increases the cost of material 
production. As an alternative, Mn2+ is com-

monly suggested. As a transition metal, 
Mn2+ is strongly affected by the crystal field 
surrounding it and, when introduced into 
a properly chosen matrix, can provide red 
luminescence.

Mg2SiO4 phosphors have garnered con-
siderable scientific interest since the 1990s; 
however, most publications have focused on 
photoluminescence instead of PersL. The 
afterglow properties of Mn2+ doped Mg2SiO4 
have been discussed in the context of optical 
properties of Mg2SiO4: Mn2+, Dy3+ [12] and 
Mn-doped Mg2SiO4-Mg2GeO4 solid solution 
[13].

Co-doping is a commonly used method 
for developing exceptional PersL phos-
phors, where co-doped ions can function 
as electron “pumps” for enhanced trapping 
efficiency [14] or as trapping centres [15]. 
Commonly an aliovalent substitution is used 
since if ions with different charges substitute 
the cations or anions in the host, additional 
defects will be produced to ensure charge 
compensation [16]–[18]. Therefore, in this 
publication, samples of Mg2SiO4: 0.1 mol% 
Mn2+; 0.5 mol% M3+ (M3+ = B3+; Al3+; Ga3+; 
In3+) were synthesised, and their PersL and 
trap properties were analysed.

2. EXPERIMENTAL

2.1. Synthesis

Mg2SiO4: 0.1 mol% Mn2+; 0.5 mol% M3+ 
(M3+ = B3+; Al3+; Ga3+; In3+) samples were 
synthesised by a conventional solid-state 
synthesis method. During the synthesis, stoi-
chiometric amounts of the following chemi-
cal compounds: MgCO3⋅Mg(OH)2⋅xH2O 
(99.996%, Alfa Aesar), where x ≈ 3, SiO2 
(99.9999%, Alfa Aesar), MnO2 (99.997%, 

Alfa Aesar), B2O3 (99.999%, Alfa Aesar), 
Al2O3 (99.999%, Alfa Aesar), Ga2O3 
(99.999%, Alfa Aesar) and In2O3 (99.999%, 
Alfa Aesar) were weighted. The mixture was 
ground in a marble mortar, transferred into a 
corundum crucible, and annealed at 1450 °C 
for 2 h in an ambient atmosphere to obtain 
polycrystalline Mg2SiO4: Mn2+, M3+ (M3+ = 
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B3+; Al3+; Ga3+; In3+) samples. A heating and 
cooling rate of 5 °C/min was applied. For 
heat treatment, a high-temperature furnace 

Carbolite HTF18 was used. In this paper, 
Mg2SiO4 materials will be denominated as 
MSO.

2.2. Characterisation

X-ray diffraction (XRD) patterns were 
measured by MiniFlex 600 RIGAKU X-ray 
diffractometer. The International Centre for 
Diffraction Data card for Mg2SiO4 (PDF 
01-084-1402) was used as a reference. 

PersL spectra, PersL decay profiles, and 
thermally stimulated luminescence (TSL) 
curves were measured using a Lexsyg 
research – Fully Automated TL/OSL Reader 

from Freiberg Instruments GmbH coupled 
with photomultiplier Hamamatsu R13456. 
X-ray tube VF-50 J/S (40 kV, 0.5 mA, 
W-anode) was used as an irradiation source. 
The system operated at a linear heating rate 
in the temperature range between room tem-
perature and 400 °C. Isothermal PersL decay 
curves were recorded at 25 °C.

3. RESULTS AND DISCUSSION

3.1. Structure Analysis

The structure of MSO samples was 
characterised by XRD measurements. The 
obtained XRD patterns and standard cards 
PDF 01-084-1402 corresponding to ortho-
rhombic Mg2SiO4 are shown in Fig. 1. The 
peak positions of the samples matched well 
with the PDF patterns, and no additional 
phases could be identified, confirming the 
formation of single phase Mg2SiO4 material 
and complete incorporation of dopants into 
host matrix.

The crystal structure of the Mg2SiO4 
compound is shown in Fig. 2. There are three 
types of polyhedrons present in the struc-
ture: [SiO4] tetrahedron and two slightly dis-
similar [MgO6] octahedrons, one of which 
is more distorted. The two different cation 
octahedra form alternating chains parallel to 
the c-axis [19]. 

The ionic radii of the present cations at 
four-fold and six-fold coordination are given 
in Table 1. According to the ionic radii and 
the valence, Mn2+ ions most likely occupy 
both Mg2+ sites. As for co-dopants, B3+, Al3+, 
Ga3+, and In3+, it is difficult to draw a firm 

conclusion since not only radii difference 
has to be considered but also varied valence. 
Nevertheless, it can be speculated that Ga3+ 
and In3+ ions substitute Mg2+, while the posi-
tions of B3+ and Al3+ cannot be clearly deter-
mined.

Fig. 1. XRD patterns of MSO samples and theoretical 
position of Mg2SiO4 (PDF 01-084-1402).
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Fig. 2. Crystal structure of Mg2SiO4 material. Green tetrahedrons:  
[SiO4]; orange and yellow octahedrons: [MgO6] [13].

Table 1. Ionic Radii of Mg2+, Si4+, Mn2+, B3+, Al3+, Ga3+ and In3+  
at Four-Fold and Six-Fold Coordination Given in Angstroms [20]

CN Mg2+ Si4+ Mn2+ B3+ Al3+ Ga3+ In3+

4 0.57 0.66 0.11 0.30 0.47 0.62

6 0.40 0.83 0.27 0.535 0.62 0.80

3.2. Persistent Luminescence Properties

If MGO samples are excited with 
X-rays, a broad luminescence band between 
550–850 nm with two maximums at approx-
imately 625 nm and 730 nm appears. When 
the excitation source is switched off, the 
afterglow with the same band characteristics 
continues for several hours. Figure 3a shows 
PersL spectra of MGO samples immediately 
after the cessation of irradiation. The lumi-
nescence signal is ascribed to the sum of 
two bands emerging from the Mn2+ optical 
transition from the excited state 4T1(

4G) to 
the ground state 6A1(

6S) when Mn2+ ions are 
in two non-equivalent Mg2+ positions in the 
host. Comparable results have been previ-
ously reported [12], [13].

Figure 3b shows the PersL decay curves 
of the MSO samples after irradiation with 

X-rays for 2 min depicted in a double-log-
arithmic plot. A strong afterglow signal can 
be detected for at least 6 h for all samples. 
It was concluded that, at least during mea-
suring time, co-doping with B3+ did not 
improve the PersL properties of MSO: Mn2+ 
material. On the other hand, co-doping with 
Al3+, Ga3+, and In3+ increases the decay time 
of the PersL. Interestingly, a singly Mn2+ 
doped sample can be characterised by the 
highest initial intensity; however, out of 
all samples, it has the steepest decline in 
intensity, and after the first few minutes of 
removal of X-rays, PersL intensity of Al3+, 
Ga3+, and In3+ co-doped samples surpassed 
that of the MSO: Mn2+.

PersL decay generally follows a power 
law:  which, in a double-logarithmic 
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scale, appears as a straight line with a slope 
of . It has been shown that if the  value 
is close to 1, the mechanism of PersL can 
be dominated by athermal tunnelling from 
the trapping site to a random distribution of 
recombination centres [21], [22]. A dashed 

line in Fig. 3b represents a slope of . 
All decay profiles fall close to that, espe-
cially in the later stages of the PersL decay 
( ); thus, it is reasonable to assume 
that tunnelling plays a significant role in the 
mechanism of PersL in MSO samples.

Fig. 3. (a) PersL spectra immediately after the cessation of excitation and (b) the afterglow decay curves of the 
MSO samples after irradiation with X-rays for 2 min, double-logarithmic plot.

3.3. Thermally Stimulated Luminescence and Trap Analysis

To analyse the trap properties of the 
MSO materials, thermally stimulated lumi-
nescence (TSL) glow curves after irradia-
tion with X-rays were measured. The mea-
surements were carried out by increasing 
temperature from room temperature up to 
400 ºC with a heating rate of 1 ºC/s. The 
obtained TSL glow curves are presented in 
Fig. 4.

TSL is commonly acknowledged as one 
of the most efficient techniques for study-
ing trap properties of PersL materials. The 
fundamental principles of the production 
of TSL are the same as those of PersL. 
Namely, some charge carriers are trapped 
by traps after irradiation but can be released 
via thermal detrapping if sufficient energy is 
accumulated. In the case of room tempera-
ture PersL, a signal with decaying intensity 
is observed. At the case of TSL, the material 

is typically heated with a constant heating 
rate. The emission signal usually increases 
and decreases throughout all measuring 
processes, with increases corresponding to 
the traps with a specific trap depth , also 
called activation energy. In the end, a glow 
curve consisting of one or more glow peaks 
as  is obtained. A basic TSL glow 
curve may be used for the primary analy-
sis of the trap properties. The position and 
intensity of each peak correspond to the trap 
depth and filled trap density, respectively. 
On the other hand, the number of glow 
peaks represents the number of different 
traps in the material [23].

In the case of the MSO samples, mul-
tiple glow peaks appear throughout all mea-
sured temperature region. For all samples, 
three principal glow peaks P1, P2, and P3 
were noted with the only exception for Ga3+ 
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co-doped sample where P3 could not be 
ascribed to a specific peak since the TSL 
signal appears as a plateau throughout a 
broad temperature region; thus, P3 was 
divided into P3.1 (  = 240 ºC) and P3.2 
(  = 340 ºC). For all samples, the most 
prominent peak is P2 with  around 
130–180 ºC; precise values of  for all 
peaks are given in Table 2. This temperature 
range can be perceived as relatively high, 
and room temperature thermal detrapping 
probably is more dependent on P1 corre-
sponding traps.

Fig. 4. TSL curves of MSO samples after  
irradiation with X-rays for 2 min. The heating rate 

applied: 1 °C/s.

For an in-depth trap analysis, a heat-
ing rate method, called Hoogenstraaten’s 
method [24], [25], was applied. This tech-
nique evaluates the shift of the glow peak 
position depending on the heating rate. It is 
widely used to estimate the trap depth val-
ues. This method is based on analysing the 
set of TSL measurements for the same sam-
ple. For each measurement, the sample is 
irradiated with the same source for the same 
time, then TSL is measured using varied hat-
ing rates. Corresponding TSL glow curves 
of MSO samples are depicted in Fig. 5a–e, 
applied heating rates  = 0.25; 0.5; 1.0; 2.0; 
4.0 °C/s. From each glow curve  – the 

temperature at the peak maximum intensity 
is noted. The relationship between heating 
rate , glow peak position represented by 

 and trap depth Ea can be expressed by 
Eq. (1). Here, kB is the Boltzmann constant 
and  is frequency factor – a temperature 
independent constant with a value in the 
order of the lattice vibration frequency, 
1012 – 1014 s−1.

 (1)

From Eq. (1), if  is plotted as a 
function of , a straight line with slope 

 should be obtained. Accordingly, the heat-
ing rate plots for all samples were obtained 
(Fig. 5f–j). Evaluated  values are given in 
Table 2. From here, several observations can 
be made. Firstly, there is a strong correlation 
between the initial intensity of PersL and the 
depth of the P1, an expected result since trap 
depths around 0.4–0.6 eV can be considered 
shallow and will effectively empty via ther-
mal detrapping at the initial stages of PersL. 
On the other hand, P2 values fluctuate around 
0.9 eV, this value can be perceived as some-
what deep, and effective thermal detrapping 
at room temperature would not be expected. 
P3 falls into the category of deep traps with 
an average trap depth around 1.1–1.6 eV and 
should not take part in the room temperature 
PersL process.

Figure 5k–o shows the results of the TSL 
fading experiment where TSL glow curves 
were measured after different delay time 
cessation of irradiation with the X-rays. For 
all MSO samples, shallow traps are emptied 
after the first hour, and the relative inten-
sity of the P2 has also slightly decreased. 
At this point, the most likely origin of the 
PersL is athermal tunnelling, a conclusion 
is supported by PersL decay curves shown 
in Fig. 3b.
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Fig. 5. TSL glow curves of MSO samples heated at different rates after irradiation with X-rays (a–e) and 
heating rate plots of the same samples (f–j). The glow peaks have been labelled as P1 to P3 from the lowest to 
the highest values. Fading of TSL glow curves of the same samples was measured after different delay times  

(k; l; m; n; o).
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Table 2. Estimated Trap Depths  Derived from the Heating Rate Plots of the Corresponding TSL Peak and 
their  Value with Heating Rate 1 ºC/s.

Sample Glow peak Tmax, °C Ea, eV

MSO: Mn2+

P1 40 0.44 ± 0.04

P2 170 0.87 ± 0.06

P3 284 1.24 ± 0.09

MSO: Mn2+; B3+

P1 48 0.56 ± 0.02

P2 178 0.89 ± 0.07

P3 290 1.14 ± 0.14

MSO: Mn2+; Al3+

P1 41 0.41 ± 0.03

P2 178 0.99 ± 0.06

P3 269 1.24 ± 0.06

MSO: Mn2+; Ga3+

P1 60 0.55 ± 0.01

P2 133 0.92 ± 0.09

P3.1 240 1.12 ± 0.09

P3.2 340 1.60 ± 0.12

MSO: Mn2+; In3+

P1 55 0.39 ± 0.06

P2 160 0.89 ± 0.07

P3 243 1.13 ± 0.06

4. CONCLUSIONS

In conclusion, Mg2SiO4 material doped 
with 0.1 mol% Mn2+ and co-doped with 
0.5  mol% B3+ or Al3+ or Ga3+ or In3+ was 
successfully synthesized by a solid-state 
reaction method. 

A strong red Mn2+ luminescence and 
afterglow with two maximums at around 
625 nm and 730 nm can be observed when 
excited with X-rays for at least six hours. 
Furthermore, adding Al3+, Ga3+, or In3+ 
improves PersL intensity at later stages of 

the PersL process.
TSL analysis revealed that there were at 

least three different charge carrier traps in 
each sample with average activation ener-
gies varying from 0.4 eV to 1.2 eV, and the 
first two of these traps played a role in the 
room temperature PersL mechanism, which 
likely included not only thermal detrapping 
but also athermal tunnelling of charge car-
riers.
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Transition metal dichalcogenides (TMDs), specifically those involving V and Ti, possess 
fascinating material properties, making them interesting candidates for scientific studies. The 
existing growth methods of these materials are typically limited by scalability – either low 
yield or high cost. Here, we propose an alternative 2-step method valid for scalable production. 
In the first step, precursor films of Ti / V are deposited using magnetron sputtering, followed by 
the second step of selenization of these samples using elemental Se in a vacuum-sealed quartz 
ampoule for conversion to their respective diselenide material. Synthesized films are char-
acterised using scanning electron microscope (SEM), energy dispersive X-ray spectroscopy 
(EDX), X-ray diffraction (XRD) and X-ray photoelectron (XPS). The method demonstrated 
here can be used to increase the active surface area of TiSe2 and VSe2 for their potential cata-
lytic and HER applications using nanostructured substrates, while also providing an opportu-
nity for scalable synthesis of films that can be extended to synthesize other TMDs as well.

Keywords: Magnetron sputtering, thin films, titanium diselenide, transition metal dichal-
cogenides, vanadium diselenide. 

1. INTRODUCTION

Transition metal dichalcogenides 
(TMDs) exhibit many scientifically and 
technologically important properties; there-
fore, since the 20th century they are being 
studied with a lot more focus and interest 
[1]–[5]. Their adaptability and unique prop-
erties due to their anisotropy and compat-
ibility with emerging technologies have 

positioned them at the forefront of research 
and innovation in the fields ranging from 
electronics and energy to quantum comput-
ing and biomedicine [1]–[6]. Among these 
TMD materials, titanium diselenide (TiSe2) 
[7], [8] and vanadium diselenide (VSe2) [9], 
[10] have attracted significant attention. 
Many recent studies [11], [13]–[19] have 
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shown that TiSe2 and VSe2 materials have 
a charge density wave property. They are 
remarkable materials with a wide range of 
potential applications in areas such as ther-
moelectricity, energy storage, and nanoelec-
tronics [4], [20]–[26]. VSe2 and TiSe2 mate-
rials are highly promising for catalysts and 
HER applications, as it has been reported 
before in multiple studies [27]–[32]. Over-
all, for these two TMDs, their charge den-
sity wave transition, outstanding thermo-
electric properties, and catalytic potential 
make them versatile materials, which hold 
promises for various cutting-edge technolo-
gies [33], [34], [2], [15], [26], [35].

One of the main challenges in terms of 
application when it comes to TMD materi-
als such as TiSe2 or VSe2 is their production 
on a larger scale than a few microns in con-
trollable geometry. In general, when stud-
ies related to these materials are performed, 
these materials are obtained using mechani-
cal or chemical exfoliation of bulk crys-
tals [3], [5], [9]. When such an approach is 
used, it results in small flakes with inconsis-

tent thickness, no repeatability, poor control 
over size and shape [3], [5], [21]. The other 
alternative to create large-area films of these 
materials is through molecular beam epi-
taxy (MBE) in an ultrahigh vacuum (UHV) 
environment [12], [18], [23], [36]. Although 
this method provides the best quality of the 
material, it is not a feasible approach for 
any application-oriented growth of these 
materials because it is an extremely slow 
and costly technique. It is advantageous to 
develop a more straightforward method for 
growth of such materials. In recent years, 
ambient-pressure chemical vapour deposi-
tion (CVD) has been successfully employed 
to produce thin layers of semiconducting 
transition metal dichalcogenides (TMDs), 
like MoS2 and WSe2

 [37], [38]. However, 
the experimental synthesis of TiSe2 through 
conventional CVD methods has proven to 
be challenging [17], where for VSe2 the syn-
thesis process has been shown with success 
in the synthesis of the material but with ran-
dom growth of a few micron scale crystals 
with no continuity over a large area [39].

Fig. 1. Graphical illustration of the methodology used here to synthesize TiSe2 and VSe2  
thin films starting from (a) substrate cleaning in acetone and DIW using ultrasound for 5 min each,  
followed by (b) deposition of Ti / V metal film using magnetron sputtering; (c) sample was placed  

in a quartz ampoule with Se powder and respective metal chips in the shown configuration;  
(d) ampoules were heated up using a horizontal furnace; (e) after heating the ampoule,  

no excess selenium vapour was found near edges of any ampoules;  
(f) heating cycle of an ampoule, shown with ramp rate of heating and cooling.
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In this study, we present an alternative 
approach to growth of such materials but 
on a larger scale that has never been dem-
onstrated before. The present study dem-
onstrates a 2-step process for the synthesis 
of TiSe2 and VSe2. To start, deposition of 
metal precursor films is done using magne-
tron sputtering followed by annealing them 
in Se vapour atmosphere in a sealed quartz 
ampoule. Using magnetron sputtering for 

the deposition of precursor films allows 
us to deposit them on large surface areas, 
and we have used it to cover our centime-
tre scale substrates used here in this study. 
The same approach could also be used for 
non-flat surfaces (e.g., nanostructures) to 
increase their surface area and enhance 
their properties for their potential applica-
tions in catalysis, sensors etc.

2. EXPERIMENTAL DETAILS

To synthesize TiSe2 and VSe2 thin films, 
the methodology used was analogous. We 
approached the goal of synthesizing these 
materials in two steps: first, we deposited 
the precursor metal films using magnetron 
sputtering and then converted these films 
to their respective diselenide using sealed 
quartz ampoules with below atmospheric 
pressure (Fig. 1). Sacrificial precursor 
films of ~15nm Ti / V metal were depos-
ited on 10x10 mm cut and cleaned sapphire 
(r-plane, Biotain Crystal Co.) by DC mag-
netron sputtering of metallic Ti / V targets 
in Ar atmosphere (3⋅10-3 torr, 30 sccm Ar, at 
100 W DC power), which was followed by 
the process of making ampoules for these 
samples. For our experiments, the ampules 
were made from quartz tubes of 13 mm OD 
with wall thickness of 1 mm and length of 
120 ± 10 mm, which were loaded with Ti / V 
metal covered sapphire substrates, Se pow-
der (~50mg) and grinded Ti / V metal chips 
(~100mg) to absorb any residue of sele-
nium near the edges of an ampoule with 
inside vacuum pressure being <10-3 torr. 
Using a horizontal open-end tube reactor, 
these ampoules were heated up to 650 °C, 
700 °C and 750 °C in an hour followed by 
rapid cooling of these ampoules to ambient 
temperature (Fig. 1f). 

The synthesized films were studied using 

an optical microscope as well as under a scan-
ning electron microscope (SEM-FIB Lyra, 
Tescan, 12kV) for their surface morphology. 
Using the same tool, elemental mapping was 
done by energy dispersive X-ray spectroscopy 
(EDX) at 10  keV, frame dwell time 1048  s 
(X-Max detector, SATW window) to study 
the distribution of elements across the films. 
The phase compositions of these samples 
were studied using X-ray diffraction (XRD, 
powder diffractometer Rigaku Miniflex 
600) with monochromatic Cu Kα irradiation 
(λ = 1.5406 Å), and the spectra were analysed 
using PDXL2 software. The chemical compo-
sition of synthesized material was confirmed 
with X-ray photoelectron spectroscopy (XPS) 
measurements performed using an X-ray 
photoelectron spectrometer ESCALAB Xi 
(ThermoFisher). Al Kα X-ray tube with the 
energy of 1486 eV was used as an excitation 
source, the size of the analysed sample area 
was 650 μm x 100 μm and the angle between 
the analyser and the sample surface was 90°. 
Sample area of interest (2x2 mm) was sputter-
cleaned for 30 seconds prior to the measure-
ments with argon ion gun (monoatomic Ar+ 
ions with 1000 eV energy). An electron gun 
was used to perform charge compensation. 
The base pressure during spectra acquisition 
was better than 10-5 Pa.
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3. RESULTS AND DISCUSSION

Fig. 2. Optical images of TiSe2 (a, b) and VSe2 (c, d) thin films converted at 700 °C with different 
magnifications, used to confirm the presence of surface crystals indicating a successful conversion of metal 

precursor films to their respective diselenide material.

From our experiments, 15 nm thick-
ness of metal precursor showed continu-
ous films of diselenide material after the 
selenization process, so the thickness was 
kept constant for all the samples involved in 
this study. During our experiments, initially 
when ampoules were made without their 
respective metal chips (Ti / V), some of the 
excess selenium vapour was noticed to have 
condensed near the edges of the samples 
where substrate touched ampoule walls, 
or in some cases, droplets of condensed 
Se were noticed on top of the synthesized 
material. To avoid any issues related to 
excess Se, extra metal chips were intro-
duced after a few trials, which solved our 
issues and gave the best results. It is worth 
mentioning here that Ti / V film seleniza-
tion attempt using elemental Se in quartz 
tube in gas flow at atmospheric pressure did 
not initiate the desired chemical reaction 

between Ti / V and Se in the same range 
of temperatures. After the process of sele-
nization in ampoules, optical images were 
taken to observe the general surface area of 
the films (Fig. 2), which were also compli-
mented by SEM images with a closer look 
at them. Figure 3 shows the SEM and XRD 
data obtained from TiSe2 films, and there is 
a visible difference in surface morphology 
between the samples synthesized at differ-
ent temperatures. Comparing images (Fig. 
3a, b, c), the sample converted at 650  °C 
shows coarse looking surface with quite 
many random comparatively big crystals 
of TiSe2 dispersed across the film. As we 
move to higher temperatures, 700  °C and 
750 °C, we can see the films getting com-
paratively smoother. It becomes clearer 
when we observe images (Fig. 3d, e, f) with 
closer look of these films, the difference 
is strong in terms of average crystal sizes 
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and the films underneath. TiSe2 converted 
at 650 °C seems to have big crystals grow-
ing >2µm in size measured from edge to 
edge, and as we go for higher temperature 
of 700 °C, this size becomes <2µm and it 
decreases even further down to <1µm for 
750 °C film. Furthermore, when we look at 
the overall film under these surface crystals, 
it seems that the film converted at 650 °C 
has uneven thickness of the material mak-
ing islands and growing big crystals on top, 
but as we increase the temperature towards 
750 °C, these big crystals seem to have sub-
limated, and the film underneath has grown 
to have better consistency in thickness. To 
assess if any of these visible differences 
mentioned earlier from SEM images give 
any variations when measured with XRD, 
the retrieved patterns have been also put 
together for comparison in Fig. 3g. The 
obtained data were checked with ICDD 
#01-083-0980 PDF card to confirm the 
material composition which supported our 
findings, and then samples prepared at dif-
ferent variations were compared. No dras-
tic variations in the peak positions or width 
of those peaks were found. Only minor 
changes in peak intensity were observed, 
which gave weak correlation to material 

sublimation at higher temperature leaving 
thinner films producing reduced intensity 
of the TiSe2 peaks. Similarly, SEM and 
XRD data were also obtained for our syn-
thesized films of VSe2 as shown in Fig. 4. 
When comparing the film morphology for 
VSe2 films through SEM images, films 
look rather similar from a larger scale (Fig. 
4 a, b, c) across all temperatures, but when 
observed on a smaller scale (Fig. 4 d, e, f), 
film synthesized at 650 °C stands out with 
many out-of-plane crystals with protruding 
nanocrystals to give the film a rough profile. 
At 700 °C and 750 °C, the films still have 
~5 µm size surface crystals but the film itself 
no longer has these nanocrystals, giving the 
film a smoother profile comparatively. To 
confirm the material phase, measured XRD 
data were compared with ICDD #04-007-
5442 PDF card, which supported successful 
synthesis of VSe2 thin films, while showing 
significant difference in XRD peak intensity 
for VSe2 thin films synthesized at 650 °C 
and 700 °C, where small peak intensity was 
measured for 650  °C indicating smaller 
crystallite size (Fig. 4g). No significant 
difference was found between 700 °C and 
750 °C.

Fig. 3. SEM images of TiSe2 thin films (a, d) converted at 650 °C (b, e),  
at 700 °C and (c, f)  at 750 °C; (g) XRD spectra of TiSe2 thin films synthesized  

using different temperatures.
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To understand the distribution of ele-
ments across the films, EDX measurements 
were performed (Fig. 5) for films synthe-
sized at 650  °C of both materials. As for 
TiSe2 film, it seems to have higher intensity 
for both elements (Ti, Se) in the places of 
surface crystals, indicating concentrated 
material, which is to be expected from such 
top view analysis method as we observed 
these crystals to grow on top of the films 

making the material concentration higher 
in that place compared to rest of the film 
area where there were no crystals on top. 
Similar trend can be observed for the VSe2 
film as well, which has many surface crys-
tals with comparatively smaller size. The 
atomic ratio of the elements was found to 
be roughly 1:2 for Ti / V and Se respect-
fully, which indicates proper stoichiometry 
among the crystalline planes.

Fig. 4. SEM images of VSe2 thin films (a, d) converted at 650 °C, (b, e), at 700 °C and (c, f) at 750 °C;  
(g) XRD spectra of synthesized VSe2 thin films using different temperatures.

Fig. 5. EDX elemental mapping of (a–c) TiSe2 and (d–f) VSe2 films synthesized at 650 °C  
shows presence and distribution of their respective elements across the film.
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Fig. 6. High-resolution XPS spectra of the TiSe2 synthesized at 650 °C film constituent elements for (a) Ti, and 
(b) Se and for VSe2 film constituent elements (c) V and (d) Se.

Furthermore, XPS analysis was per-
formed to verify the chemical states of the 
constituent elements in the films (Fig. 6a, 
b). High-resolution spectra were acquired 
and calibrated relative to the adventitious 
C 1s peak at 284.8 eV. Regarding the TiSe2 
films, Ti 2p3/2 peak was located at approxi-
mately 455.7 eV34,40(spin-orbit splitting  
Δ3/2 – 1/2 = 5.7 eV), matching the chemical 
state in TiSe2 compound. Each of the spin-
orbit components has an additional shoul-
der towards the higher binding energy, 

which could be attributed to a possible for-
mation of surface oxide due to the post-syn-
thesis exposure to air41,42. The Se 3d5/2 peak 
was located at 54.2 eV (spin-orbit splitting 
Δ5/2 - 3/2 = 0.86 eV), which corresponded to 
the TiSe2 compound 34 . Similarly, high-
resolution V 2p and Se 3d peaks for VSe2 
were acquired (Fig. 6c, d). V 2p3/2 peak was 
located at 513.1 eV (spin-orbit splitting 
Δ3/2–1/2 = 7.5 eV), while the Se 3d5/2 peak was 
measured to be at 54.5 eV, corresponding to 
chemical states in VSe2

43. 

4. CONCLUSIONS

Large-area synthesis of TiSe2 and VSe2 
using a 2-step process was investigated, 
and to prove the quality of synthesized 
materials, films were analysed using SEM, 
EDX, XRD and XPS techniques. Investiga-
tion of surface morphology through SEM 
revealed presence of hexagonal crystals on 
top for both materials, which varied in size 

and numbers depending on their synthesis 
temperatures, but more importantly SEM 
revealed that both material films remained 
continuous after their selenization process 
regardless of the temperature used. XRD 
patterns, also supported by XPS analysis, 
confirmed the composition of our synthe-
sized materials and suggested that both the 
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surface crystals (visible in SEM images) 
and the films underneath contained our 
desired materials TiSe2 and VSe2. 

According to XRD data, crystalline 
TiSe2 can be successfully synthesized in 
the temperature range of 650  °C–750  °C, 
while VSe2 – in the temperature range of 
700 °C–750 °C. Using elemental mapping 
by EDX showed surface crystals contrib-
uting to higher material concentration in 
their local spots, while rest of the film area 
seemed to have identical levels of intensity 

confirming the continuity of the films fur-
ther. With our demonstrated methodology, 
the materials can be deposited on nanostruc-
tured substrates (e.g., forest of nanowires), 
which would increase their surface area 
drastically and enhance applicability in cat-
alytic and HER applications. This approach 
can be extended to synthesize other TMDs 
as well in large areas and create continuous 
films on various surfaces and even fabricate 
functional heterostructures.
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Laser-induced breakdown spectroscopy (LIBS) provides a rapid, cost-effective, and extra-
sensitive analysis of geological samples to make preliminary conclusions about the presence of 
valuable elements up to the trace levels in the ore. We present the first results of a highly sensitive 
qualitative analysis of the core samples of geological ore from two boreholes in Latvia (Staicele 1, 
from a depth range of 794–802 m, and Garsene (Subate) 2A, from a depth range of 1102–1103 m) 
using LIBS. Our measurements using this technique confirmed the high iron content and indicated 
traces of rare and high in-demand metals (such as Ti, V, Co, Sm, etc.) in the sample from Staicele, 
renewing interest in studying boreholes across Latvia. The presented pilot studies demonstrated 
effectiveness and unique possibility in performing a very sensitive and time-saving qualitative 
analysis of the composition of samples of ores from the old but still valuable borehole cores by 
using the LIBS method. We compare these measurements with other methods of sample analysis.

Keywords: Deep boreholes, geological samples, laser-induced breakdown spectroscopy, valu-
able elements in the ore.  
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1. INTRODUCTION

Mineral magnetite Fe2+Fe2
3+O

4 is the 
main compound of iron ores. Magnetic 
anomalies caused by magnetite iron ores 
have been known in Latvia for a long time. 
They were identified in the northern, south-
ern, and central parts of the country in sev-
eral studies in the 1960s and described in 
the book [1]. Gneiss with a high content of 
magnetite was firstly discovered within a 
borehole at Staicele, in the northern part of 
the magnetic belt crossing Latvia in a north-
south direction [2], [3]. 

Staicele and Garsene (Subate) deposits 
are located in the Latvian–East Lithuanian 
(LEL) tectonic block (Fig. 1) that consists 
of gneisses, schists, and amphibolite and 
includes numerous magnetic anomalies [3], 
[4]. The concentration of metal ores took 
place during the metamorphism. In total, 
more than 26 billion tons of iron ore reserves 

have been estimated across the country [5]. 
In the 1980s, costly drillings were carried 
out and core samples of iron ore from wells 
were collected and studied. Iron-rich ores 
were formed in the Proterozoic by depo-
sition of iron compounds on the sea floor 
after which they were metamorphosed. 
During their formation the some ores (i.e., 
Garsene deposit, Sample #2) were enriched 
during underwater volcanism [5].

The additional value of iron ores depos-
its is presence of metals and other elements, 
i.e., manganese, cobalt, phosphorus, etc. 
in concentrations raising interest owing to 
steady progress in extraction technologies 
[6]. The use of advanced methods of mate-
rials analysis is a way to determine the iron 
content and to reveal the traces of the rare 
and high-demand metals.

Fig. 1. Locations of the examined iron ore deposits and geological structure of ferruginous quartzite deposits.

Left panel: locations of the studied iron ore deposits – Staicele-1 and Garsene (Subate)-2A  and the disposition 
of the crystalline basement tectonic complexes of Latvia (modified after [3] and [4]): RPC – Kurzeme  Pluton 

Central part – rapakivi granites; RPS – South Kurzeme Pluton South – anorthosites and gabbro-norites; 
MLD – Mid Lithuanian Domain (West Lithuanian Granulite Belt); LEL – Latvian–East Lithuanian gneiss and 
amphibolite block; SEG – South Estonian (Estonian-Latvian) granulite belt; LA – Latgalian granite and gneiss 

block; BPG – Belarus–Podlasie granulite belt. 
Right panel: geological structure of ferruginous quartzite deposits – Staicele (according to Staicele 1 

exploration borehole) and Garsene (Subate) (according to Subate 2A exploration borehole) in LEL tectonic 
domain of northern and southern zones (modified after [5] by D. Vorobyov interpretation).
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This article presents the results and pre-
liminary conclusions of the pilot studies 
of elemental composition of two samples 
of magnetite ores obtained in the 1980s 
from the boreholes at Staicele and Garsene 
(Fig. 1, left panel) using the most advanced 
and sophisticated current method avail-
able: laser-induced breakdown spectros-
copy (LIBS). The data were compared with 
results obtained by other methods of mate-
rial analysis: X-ray diffractometry (XRD), 

energy-dispersive X-ray fluorescence 
(EDXRF), and scanning electron micros-
copy with energy-dispersive X-ray spec-
troscopy (SEM-EDX). Core samples were 
obtained from deposits at drilling depths of 
up to 1 km and deeper (Fig. 1, right panel). 
The full collection of materials is located in 
the core sample storage facility at Gardene 
(at the Latvian Environment, Geology and 
Meteorology Centre in the municipality of 
Dobele). 

2. EXPERIMENTAL ARRANGEMENTS AND DESCRIPTION OF SAMPLES

LIBS is a sophisticated spectromet-
ric technique [7] applicable to the direct, 
highly sensitive, and non-destructive spec-
tral analysis of objects of various origins 
(interacting only with hundreds of ng to a 
few μg of the sample material). It is used 
to measure the concentration of macro- and 
micro-components in solid, liquid, and air 
samples. The advantage of the method is a 
relatively simple experimental setup, which 
includes a laser, a focusing system, a detec-
tor, a spectral device, and a data processing 
system (Fig. 2), and an exceptional ability to 
indicate the presence of very small concen-
trations of elements in the sample. Samples 
for use in the LIBS method of analysis are 
quick to prepare and enable spectral record-
ing and simultaneous spectral identification 
[8].

The method is based on the study of the 
emission spectrum from the plasma induced 
by a highly energetic, short laser pulse 
focused on the surface of the sample. The 
spectral emission characteristics from laser-
induced plasma produced on the surfaces of 
selected samples are analysed in the UV to 
near-infrared spectral regions.    

The experimental procedure is as fol-
lows. Laser pulses (HP), with a duration of 
150  ps at the wavelength λ=1064 nm and 

with energies EHP = 15 mJ, were focused 
using a silica glass lens (L) with a focus of 
300 mm. The time delay between the laser 
pulse and the registration of spectra  (inte-
gration time Tint=1 µs) was controlled by a 
trigger signal (TS). The delay was fixed at 
200 ns to reduce the influence of the con-
tinuous plasma emissions at the early stages 
of laser-induced plasma formation. The 
spectra were registered using the collecting 
optics (CO), spectrometer (SP), and iCCD 
camera. 

 Laser-induced ablation forms a crater 
on the sample surface with a typical diame-
ter of 30–400 µm. Laser plasma can be cre-
ated at any point of any material regardless 
of its aggregate state. The ablation of atoms 
from the surface of the sample is induced by 
a laser pulse for a few tens of nanoseconds, 
heating the targeted point on the sample 
surface resulting in electron temperatures 
of the plasma up to 10 eV and ensuring the 
excitation of resonance spectra of atoms and 
even ions of elements present in the sample 
[9]. It is possible to study a composition (up 
to trace level) of a very wide range of com-
pletely different materials (various gaseous 
mixtures, metals, alloys, organic samples, 
geological ores, and minerals, etc.) [10]. 
As it has been mentioned above, an addi-
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tional advantage of LIBS technology is the 
possibility to perform a fast analysis of the 
composition of elements in various places 
of borehole core samples for a highly sensi-
tive search for the inclusions of exotic ele-

ments. Particularly, LIBS is considered to 
be practically indispensable for the detec-
tion of light elements such as lithium and 
beryllium, which are problematic for other 
spectroscopic methods [11].

CO
L

T

SP

iCCDHP

TS

Laser Source

Fig. 2.  Experimental scheme for LIBS. Laser source – 150 ps pulses at 1064 nm, TS – a trigger signal from a 
laser source, HP – a heating pulse, L – 300 mm focusing lens, T – a target, SP – a spectrometer, CO – collecting 

optics, iCCD – detector (intensified CCD camera). 

Samples collected for analysis were the 
rare and unique geological materials from the 
boreholes in Latvia’s two largest and most 
promising deposits – Staicele and Garsene. 
Each of these two fields has one geologi-
cal exploration well: named Staicele 1 
(at Staicele) and Subate 2A (1979) (at 
Garsene). The analysed geological materials 
were taken from the core samples at certain 
depths, i.e., from the layers of the deposits 
with the richest magnetite content. 

Traces of some elements, such as 

cobalt, titanium, vanadium, etc., are cur-
rently becoming critically important for the 
EU industry. Particularly, the mass fraction 
of V2O5 reached 0.2 %, as it was determined 
during the studies performed by the afore-
mentioned instrumentation at the Faculty 
of Chemistry of the University of Latvia. 
Staicele iron deposit ores (Sample #1 from 
a depth range of 794–802 m) have the same 
history but, in addition, contain a relatively 
high amount of manganese (the mass frac-
tion of MnO reaches 6.65 %).

3. RESULTS OF LIBS MEASUREMENTS

LIBS measurements were carried out 
to study the elemental composition of the 
ore from the Staicele deposit (Sample #1) 
where the main mineral is magnetite. For 
the analysis of the selected sample, the laser 
beam was pointed at the zone with the largest 
area of magnetite to initiate and study abla-
tion plasma. Table 1 presents the data from 
the LIBS analysis of Sample #1, comprising 

a complete list of all elements found in the 
spectra of LIBS based on the spectra of the 
studied sample (Fig. 3). These results include 
the common and intense resonance spectra 
lines of core elements (iron, manganese, and 
silicon), as well as the presence of atomic res-
onance lines of many other elements, includ-
ing rare earth elements at trace levels, which 
are important for the industry [12].
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Table 1. Elements Detected by the LIBS Method in a Sample of 
Magnetite Matrix #1 from the Staicele Deposit Evidenced by their Main Resonance Lines

Element Wavelength, nm Element Wavelength, nm
Rb 354.115 Ca 393.366
Fe 355.492 Ca 396.846
Cr 357.868 Tb 400.547
Pm 374.586 Ga 403.298
U 375.834 Mn 404.135
Cr 381.543 Tc 404.911
Fe 382.444 Mn 405.554
Ho 382.927 Th 405.925
Tc 383.282 V 406.392
In 383.465 Fe 407.173
Tm 383.820 Mn 407.941
Mg 383.829 Co 411.877
Pr 384.659 Gd 413.228
Dy 386.880 Mo 414.355
Th 388.691 Gd 426.012
Si 390.552
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Fig. 3. Example of LIBS plasma emission of Sample #1 (magnetite matrix from the Staicele deposit) recorded 
200 ns after ablation by 150 ps laser pulse. The intense lines represent the atoms of the main components in the 

sample. The interpretation of the spectrum in the region of 354–427 nm is given in Table 1. 

Analysis of the spectra obtained from 
Sample #1 evidenced the presence of the 
traces of various lanthanides, such as Gd 
(gadolinium), Tb (terbium), Dy (dyspro-
sium), Pr (praseodymium), Tm (thulium), 
Ho (holmium), and Pm (promethium). 
Resonance lines of the atoms of actinides, 
e.g., U (uranium), Th (thorium), and Tc 
(technetium), were also present in the spec-
tra. Tc (technetium) is formed due to the 
radiative decay of radioactive U (uranium) 
and Th (thorium) isotopes. The presence of 
Mo (molybdenum), Co (cobalt), V (vana-

dium), Ga (gallium), In (indium), Cr (chro-
mium), and Rb (rubidium) is evidenced by 
the typical atomic spectra of the elements 
mentioned.

The presence of the main components 
(Fe, Mn, and Si) in the Staicele samples, as 
well as small amounts of a few other ele-
ments (particularly rare earth elements), 
was also confirmed by other methods. For 
comparison with our LIBS measurements 
of Sample #1 resulting in the identification 
of a large list of elements, we present the 
results obtained by other methods, leading 
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to the identification of the presence of only 
a few elements with low concentrations. 
The measurements using SEM-EDX were 
carried out by targeting micro-inclusions in 
the studied samples differing from the main 
ore mass by visual signs (colour, lustre, 
fracture, cleavage), which are rather diffi-
cult to diagnose by the XRD method. 

XRD and EDXRF were made available 

at the Faculty of Chemistry of the Univer-
sity of Latvia and the Assay Office of Latvia 
to analyse the elemental content and other 
characteristics of the two samples and com-
pare them with the LIBS experiment. X-ray 
diffraction diagram of two studied samples 
of magnetite ore confirmed the presence of 
magnetite (Fig. 4).

Fig. 4. X-ray diffraction diagram of two studied samples of magnetite ore 
confirming the presence of magnetite. Further studies of the samples were carried out 

precisely in the magnetite matrix of the samples.

The elemental qualitative analysis was 
performed using the EDXRF method. From 
the comparison of the results of the EDXRF 

method with the XRD data, it can be con-
cluded that the iron in the samples is in the 
form of magnetite and pyrite (FeS2).

 Fig. 5. Example of EDXRF results of Sample #1 from Staicele deposit, which shows a 
high content of iron in the sample, as well as the impurities of other elements, 

which are in the form of micro-inclusions of minerals in the studied ore matrix.
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The spectrum (Fig. 5) clearly shows 
that the EDXRF confirmed the presence of 
the elements, which, in addition to manga-
nese and titanium, can be contained in other 
associated minerals – ingrowths, e.g., pyrite 
and various other silicates.

Other minerals, for example, annite - 
KFe2+

3(AlSi3O10) (OH)2), from the biotite 
group, and almandine - Fe2+

3Al2(SiO4)3] 
rarely found in samples are also the sources 

of iron. These minerals are found in small 
quantities, but still can be sources of other 
“exotic” elements available to advanced 
extraction methodologies despite small con-
centrations in the mineral (Fig. 5, Table 2). 
The largest contributor of iron to the ore is 
magnetite, which was confirmed in the pre-
viously presented spectra and ensured its 
strong magnetism. 

Table 2. Elements Detected by the EDXRF Method in the Samples 
of the Magnetite Matrix #1 and Matrix #2 from the Staicele and Garsene Deposits

Oxide of element
Sample #1
(Staicele)

Sample #2
(Garsene)

W, %

SiO2 51.9 35.6

Fe2O3 36.0 52.4

MnO 5.17 0.03

Al2O3 5.01 3.49

MgO - 3.43

CaO 1.03 1.94

K2O 0.65 0.17

TiO2 0.19 -

SO3 0.09 -

P2O5 - 2.72

V2O5 - 0.197

Y2O3 - 0.008

CuO - 0.023

The EDXRF data (Table 2) contain 
information about the elements that were not 
diagnosed with LIBS (potassium, titanium). 
This difference is explained by the fact that 
the EDXRF method analyses the larger sur-
face of the sample. At the same time, its 
definition boundary is much smaller than 
that of LIBS, so the data 1 and 2 of Table 
2 are distinguishable. In this case, EDXRF 
shows the main chemical composition of 
the analysis zone. Meanwhile, LIBS shows 

the part of the same zone with the presence 
of elements that EDXRF cannot determine.

The ablation spectra of the geological 
core sample (#2) from Garsene were mea-
sured and compared with the ablation spec-
tra of a pure iron sample (see the recordings 
of spectra in Fig. 6). This was carried out 
using pulse energy of 17–20 mJ, pulse dura-
tion of 28 ps, an integration time of 2 s, and 
a delay of 1 sec between the heating pulse 
and the ICCD gate.
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Sample #2 came from a geological core 
at a drilling depth of 1102–1103 m. Sam-
ple #2 appears to be a shiny black mass of 
magnetite (Fe2+Fe3+

2O4) with yellow scar 
inclusions. Weak yellow inclusions may 
comprise pyrite (FeS2), pyrrhotite (Fe7S8), 
or troilite (FeS). The remarkable content 
of Co, Mn, and several other elements was 
foreseen earlier based on general consider-
ations and literature data [6].

The black curves in the recorded LIBS 
plasma spectra of Sample #2 in Fig. 6 are 
the non-calibrated experimental data. The 
red, green, and blue curves are taken from 
the NIST data [13]. The atomic spectrum of 
Fe from the NIST tables was compared with 
the LIBS plasma spectra of Sample #2 and 
the highest purity Fe sample.

The spectra obtained from highest purity 
Fe show relatively good coincidence with 
NIST data for Fe I and Fe II, evidencing the 
proper calibration of our spectrometer. The 
spectrum of Sample #2 coincides well with 
the spectra of atomic Fe I and Fe II of an 
elemental sample of Fe, which means that 
Sample #2 was predominantly iron. 

In contrast to Sample #1, we were 
unable to find the resonance lines of other 
metals, even at a trace level. Such a result 
can be explained by the fact that the posi-
tion of target ablation in LIBS analysis was 
located in a crystal of pure magnetite. This 
is valuable information from a mineralogi-
cal point of view, emphasising the advan-
tage of using LIBS in a geological sample 
analysis. 
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Fig. 6. Upper panel: LIBS of Sample #2 from the Garsene – Subate 2A (1979) borehole. Bottom panel: 
spectrum of pure iron measured using LIBS. Blue, green, and red spectra are taken from [13] for the iron atoms 

and ions.

4. DISCUSSION AND CONCLUSION

These pilot studies demonstrated the 
value and need for further applications of 

the LIBS technique in studies of Latvian 
geology, among others, intending to dis-



31

cover economically usable metal ores in 
crystalline basement rocks at depths rang-
ing from 300–1900 m [4]. The data of 
XRD were included for comparison with 
the results obtained using LIBS. Repeated 
analyses were carried out to confirm the 
conclusions made using the LIBS. XRD 
method showed the main mineralogical 
composition of the studied zone within the 
detection limits of 0.5%. This made it pos-
sible to show the main mineralogical com-
position excluding microinclusions of other 
minerals, since this method does not allow 
studying such small inclusions. Therefore, 
SEM-EDX was used to recognise micro-
inclusions. This allowed confirming the 
mineralogy described in previous studies. 
We did not carry out detailed studies using 
above methods while considering it suf-
ficient to describe the data in the form of 
mentioning the minerals without attaching 
the spectrum to each inclusion, since in this 
article we were concentrated on the studies 
of LIBS.

We also included the results of the 
EDXRF of our samples. The analysis was 
performed in the same place as LIBS, but 
the results still differed slightly due to the 
specifics of these two methods. Due to the 
fact that the area for EDXRF is larger, a 
slightly different result is obtained due to 
the fact that more magnetite matrices with 
microinclusions of other minerals fall into 
the analysis area. The advantage is that 
EDXRF confirms both the presence of the 
main elements that are part of the minerals 
diagnosed by the XRD method and those 
found by the LIBS method. Meanwhile, 
LIBS in turn shows the content of other 
useful elements reliably detected by this 
method, while EDXRF cannot show the 
content of these elements. Therefore, it is 
possible to predict the prospects for the use 
of ores from these two deposits using LIBS. 
The locations of the deposits are shown 

in the schematic geological map (Fig. 1), 
drawn on the basis of the data available in 
the literature. In Western Latvia, where the 
basic intrusions are located, the presence of 
various metals, including precious metals, 
is possible. The LIBS method could be par-
ticularly useful in studies of such deposits.

In conclusion, our studies have shown 
that the LIBS methodology has the unique 
ability to conduct sensitive, efficient, not 
time-consuming qualitative investigations 
of ore compositions. In the case of core 
Sample #1 from Staicele, the LIBS tech-
nique demonstrated the ability to identify 
tiny amounts of priceless substances that 
should be considered for extraction. The 
presence of Mo, Co, V, Ga, In, Cr, and Rb, 
and traces of several lanthanides including 
Gd, Tb, Dy, Pr, Tm, Ho, and Pm (as well as 
the actinides U, Th, and Tc) were discov-
ered and compared to past examinations. 

The results of the study of core Sample 
#2 by the LIBS method, demonstrated a 
high iron content and the presence of sili-
cone-based minerals.  The presence of iron 
was confirmed by other techniques that were 
earlier applied to this sample. Iron was indi-
cated as the second element after silicon at 
a mass fraction reaching 37 %. The impor-
tant finding during the application of LIBS 
technologies in the case of the core sample 
from Garsene (Sample #2) is a confirma-
tion of the absence of other metals and rare 
elements identified in the core sample from 
Staicele (Sample #1), even at a trace level, 
providing the important information for 
eventual planning on future exploitation of 
relevant ores. Our pilot studies, using LIBS 
methods, show the possibility to obtain 
promising and remarkable added value, in 
the case of comprehensive renewed studies 
of already existing geological borehole core 
samples related to geology and prospective 
industrial extraction of various components 
as well.
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This interdisciplinary research is focused on constructing and demonstrating enhanced-
reach polarization optical time-domain reflectometer (POTDR) for monitoring single-mode 
fibre optical communication lines. An optical signal state of polarization measurements enables 
several new possibilities for real-time monitoring solutions in fibre optics. However, there is 
no commercial equipment available to determine the location in fibre optical cable where 
the light polarization state changes. The authors present a monitoring technique of an optical 
signal state of polarization based on reflected signal time-amplitude analysis with improved 
operation parameters, namely, timing resolution (2 to 3 ps RMS) and amplitude measurement 
resolution of nanosecond scale pulses (8 to 10 bits) for monitoring of fibre optical communica-
tion lines. Additionally, the demonstrated POTDR provides a considerable optical fibre line 
measurement reach of up to 40 km.

Keywords: Optical fibres, optical state of polarization, polarization optical time-domain 
reflectometer (POTDR).
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1. INTRODUCTION

Polarization-related measurements in 
optical fibre communication lines typi-
cally are based on methods that determine 
only the total polarization mode dispersion 
(PMD), polarization-dependent loss (PDL) 
or instantaneous state of polarization (SOP) 
of optical signal at some specific point. These 
measurements neither reveal the location or 
the cause of change in the SOP. Those two 
aspects are covered in our proposed high-
precision time-amplitude analysis method 
based on time-domain reflectometry. We 
have tested this technique on localization 
of outer mechanical impact on fibre caus-
ing increased changes in the SOP. However, 
potentially it can be used to track fibre sec-
tions with increased PMD coefficient. This is 
very essential since PMD is one of the key 
parameters limiting high-speed signal (>10 
Gbps bitrate per data channel) transmission 
in fibre optical communication systems [1]. 
Localisation of unusually high SOP changes 
in the fibre optical network significantly sim-
plifies the detection and elimination of the 
cause of the problem.

A polarization optical time-domain 
reflectometer (POTDR) corresponds to a 
polarization-sensitive optical time-domain 
reflectometer (OTDR) measurements, which 
can identify a change in the SOP in a section 
of the fibre under a test link. In a POTDR 
setup, a change in the SOP typically is 
detected as a change of the received signal 
power, since most of the setups implement 
an exact SOP as a reference (a change in 
the SOP from the reference state will cause 
power penalties). Also, it is essential to men-
tion that by using conventional polarization 
related measurements, the exact location of 
the polarization change in an optical fibre 
line cannot be determined. Instead, it can be 
detected in an approximate range.

There are different approaches of how 
to construct a POTDR setup to improve sen-
sitivity, accuracy and measurement range. 
One of the techniques is to use traditional 
OTDR and convert it into POTDR using 
external polarization-sensitive circuitry typ-
ically consisting of two 3-port optical cir-
culators and a polarizer as displayed in the 
measurement setup in Fig. 1 [3], [4], [11]. 
Accordingly, OTDR trace consists of all 
reflectivities due to different backscattering 
mechanisms and additionally also polariza-
tion dependent reflected signal amplitude 
fluctuations, thus identifying changes in the 
SOP due to specific fibre properties or envi-
ronmental perturbations. This increases the 
versatility of the whole monitoring mecha-
nism [3], [4], [11]. POTDR measurements 
share the same principles as OTDR, includ-
ing the use of launch cable (typically 300–
500 m in length) to reduce a dead zone. 
Optical circulators are used to separate the 
transmitted and reflected optical signals. 
In such measurements, the OTDR must 
be operated in the real-time mode because 
averaging of multiple traces hides informa-
tion about SOP changes. The main disad-
vantage of real-time mode measurements is 
the reduced sensitivity of OTDR measure-
ments. As a result, the operating range or 
reach of this type of POTDR solution is 
limited to around 20 km [3], [4].

Current research works demonstrate 
POTDR solutions for PMD measurements 
in fibre optical communication lines [4]–[6] 
and distributed fibre optical sensor solu-
tions for strain and vibration monitoring 
[7]–[13]. POTDR can be used not only in 
transmission line monitoring but also for a 
fibre as a sensor system for object perim-
eter, infrastructure construction, oil and gas 
pipeline monitoring, etc.
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Fig. 1. POTDR measurement setup based on traditional OTDR. 

The typical realization of the POTDR 
measurement setup as demonstrated in [7], 
[10] is shown in Fig. 2. The pulsed laser 
source generates POTDR probe pulses. 
Pulse width and amplitude are adjusted 
depending on the length of the monitored 
optical fibre line and its attenuation. The 
output of the pulsed laser is connected to 
optical polarizer_1 to attain completely 
polarized probe pulses. The output of polar-
izer_1 is connected to the input of the opti-
cal circulator, which is used to separate 

forward travelling and backward reflected 
optical flows. The common port of the cir-
culator is connected to the launch cable, 
which, in turn, is connected to the fibre 
under test. The signal reflected from the 
optical fibre communication line passes the 
optical circulator and is therefore directed 
to Polarizer_2, which converts the changes 
in the SOP into changes of power. An ava-
lanche photodiode (APD) converts the opti-
cal signal into an electrical signal, fed to the 
signal processor (SP) for further processing. 

Optical fiber

Polarizer_2

Optical 
circulator

Pulsed 
laser

Reflected signal

Polarizer_1

APDSP

Launch cable 

Polarization optical-time-domain reflectometer 

Fig. 2. Typical POTDR block diagram. 

Polarization-based effects are stochas-
tic and sensitive to environmental changes 
(such as temperature, external mechanical 
impact or even optical fibre vibrations) [1], 
[3]. Current scientific works [3], [4], [7] 
report that the operating range of the known 

POTDR solutions is limited to around 20 
km, which is a significant drawback for 
these measurements. Therefore, it is neces-
sary to develop extended-reach high-accu-
racy POTDR solutions.
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2. POTDR MONITORING SYSTEM

In this research, we demonstrate the 
setup of an extended reach (up to 40 km) 
high-accuracy real-time POTDR monitor-
ing system solution (see Fig. 3). Directly-
modulated distributed-feedback (DFB) 
laser is used as the POTDR probe pulse 
source. The electrical drive signal is gener-
ated by a probe pulse generator and fed to 
the DFB laser RF input. Probe pulse param-
eters were adjusted depending on the fibre 
under test length. The typical amplitude 
(Vpp), frequency (kHz) and pulse width 
(%) values for 40 km long fibre testing are 

the following: 2.6 Vpp, 1 kHz, 0.4 %. Since 
the modulated DFB laser has low output 
power, an erbium-doped fibre amplifier 
(EDFA) is used to amplify optical signal 
up to 4 dBm before launching in the fibre. 
The use of an optical amplifier increases the 
power budget and gives the extended mea-
surement range. This approach has not been 
used widely so far in relation to POTDRs. 
In [10], it was demonstrated that EDFA 
extended the reach up to 30 km. Here, we 
use EDFA in the fixed pump current mode 
to avoid undesirable gain fluctuations.

Fig. 3. The developed POTDR measurement setup.
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Fig. 4. OTDR trace of the optical fibre under the test line.

As one can see in Fig. 3, the output of 
the EDFA is connected to a 3-port polar-
ization-maintaining (PM) optical circulator 
(OC) with an integrated optical polarizer. 
This type of circulator reduces the need for 
two optical polarizers (typically being an 
essential part of POTDR setup (see Fig. 2). 
This reduces the number of components in 
the measurement scheme and lowers inser-
tion loss in the probe pulse path. The com-
mon port of OC is connected to the opti-
cal fibre under the test line consisting of 4 
single-mode fibre spans: 20.15 km, 0.5 km, 
0.5  km, and 20 km forming the total line 
length of 41.15 km. Such a number and 
length of fibre spans are chosen to demon-
strate the operation and resolution of the 

proposed POTDR solution. The measured 
OTDR trace of this optical line is shown in 
Fig. 4. The total estimated path loss is 8.77 
dB at a reference wavelength of 1550 nm.

Interconnections between fibre spans 
are used as known locations where the 
external impact on the optical line can be 
applied. Here, we consider the case where 
a mechanical force is applied to the fibre 
(random vibrations, bending, and torsion). 
During the initial phase of tests, a polar-
imeter was used to evaluate the magnitude 
and nature of SOP changes in the case of 
external mechanical impact. For compari-
son, fibre at idle state was also tested to see 
the PMD-caused test signal SOP variations. 

Fig. 5. Poincare sphere with SOP changes in the fibre link:  
1) without an external impact (green points); 2) external mechanical vibration applied (red points).
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Poincare sphere is used to represent 
these measurements (see Fig. 5) with and 
without external impact on optical fibre. 
Since the fibre vibration/bending causes 
rather uniform coverage of the Poincare 
sphere, it was decided to emulate this kind 
of impact using two motorized polariza-
tion controllers (MPCs). Series connec-
tion of two quarter waveplate polarizers 
gives more random SOPs. Figure 6 shows 
Poincare sphere when MPCs are used. For 
comparison, green dots represent the case 

without an external impact.
As one can see in Fig. 3, the reflected 

optical signal from the optical fibre commu-
nication line is transmitted to a non-sym-
metrical optical power splitter (10/90  %), 
where the 10 % output port is connected to 
the optical power meter and the 90 % out-
put port to an APD photodiode with pho-
toreceiver RF bandwidth of 200 MHz (3 
dB bandwidth). The optical power meter is 
only used to monitor the optical power level 
at the input of the APD. 

Fig. 6. Poincare sphere with SOP changes in the fibre link:  
1) without an external impact (green points); 2) MPC (red points).

The low level optical signal sensitivity 
of APDs is -47 dBm. Photoreceiver’s out-
put electrical signal is, first of all, fed into 
the amplitude limiter circuitry. Amplitude 
limiter reduces electrical signal amplifier 
saturation due to Fresnel reflections from 
connectors, being much higher than the 
Rayleigh backscattering. Two electrical sig-
nal processing circuit versions are consid-
ered in our experimental POTDR measure-
ment setup for signal amplitude limitation 
and signal amplification: 
A.	 the research team developed voltage 

limiter (VL) with an adjustable limiting 
threshold (series positive limiter with bias) 
and a tunable electrical amplifier (TEA);

B.	 commercially available power limiter 
with the direct current block (PL-DC) 

and fixed 30  dB low noise amplifier 
(LNA).

The series-positive limiter circuit with 
bias voltage is presented in Fig. 7. The 
function of this electronic circuit is to limit 
the amplitude of an input signal Vin con-
sidering DC bias offset VBias. While the 
input voltage does not exceed the VBias, 
the diode D1 will conduct. When the posi-
tive Vin exceeds VBias, the diode becomes 
reverse biased and limits the positive volt-
age of the output signal to VBias. The 
reason is that the cathode is positive with 
respect to the anode, diode D1 is reverse-
biased and will not conduct. The diode D1 
will remain reverse biased until it becomes 
lower than VBias. 
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The output of the voltage limiter is 
connected to the operational amplifier 
(OP-AMP) in voltage repeater mode, also 
known as a buffer. The buffer divides dif-

ferent stages of the circuit by preventing the 
input impedance of one stage from loading 
the output impedance of prior stage, which 
causes undesirable loss of signal transfer. 

Fig. 7. Series-positive limiter circuit with bias voltage.  
R1 = 1 kΩ, D1 is 1n4148 silicon diode, LT1013 operational amplifier.

The amplified electrical signal is 
transmitted to the electrical power splitter 
(50/50 %), where the signal power is split 
to the digital storage oscilloscope (DSO) 
and high-precision time-amplitude analyser 
(timing resolution: 2 to 3 ps RMS), ampli-
tude measurement resolution of nanosec-
ond pulses: 8 to 10 bit). However, time-
amplitude measurement is applicable for 
time interval measurement to get the overall 
length of fibre cable line (reflections from 
connectors are high enough to be detected 
by the timer receiver). Measured time inter-
val is used for digital storage oscilloscope 

(DSO) measurement data calibration to 
achieve higher accuracy for location detec-
tion of the external impact on the optical 
line. Simultaneous amplitude measurement 
enables continuous monitoring of fibre line 
to detect changes in the fibre under test. 
Changes in the reflected signal amplitude 
from the far end of the cable (last connec-
tor) can be used as triggering event to start 
POTDR trace accumulation for further 
post-processing. MATLAB software is used 
to process and visualize the signal received 
from DSO and the time-amplitude analyser.

3. MEASUREMENT RESULTS

The results obtained by constructed 
POTDR measurement setup are shown in 
Figs. 8–12. A single POTDR measurement 
trace is not enough to locate the external 
impact from the SOP change since fibre 
under test does not maintain polarization due 
to internal birefringence. In fact, multiple 
traces are needed since the change in ampli-

tude fluctuations can be very tiny depend-
ing on the distance and the scale of external 
impact (here represented using MPCs) as can 
be seen in Fig. 8. The external impact typi-
cally creates a tiny change in signal ampli-
tude (millivolts), so the absolute amplitude 
difference is used for comparison. The data 
processing involves the following steps:



40

•	 calculating the average trace amplitude 
from all the accumulated POTDR traces;

•	 finding the absolute amplitude differ-
ence (ΔV) of each POTDR trace versus 
average value;

•	 accumulation of all ΔV results versus 
fiber distance and performing moving 
average filtering (window size 10 points) 

to reduce data noisiness.
Accumulation of several tenths of traces 

gives a notable change in the reflected sig-
nal amplitude, which reveals the location 
of external impact. This is studied in more 
detail by considering a different number of 
traces and its impact on event location accu-
racy in the post-processed POTDR trace.
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Fig. 8. Delta amplitude calculation and evaluation.

The total absolute amplitude difference 
accumulated from 5 to 50 real-time POTDR 
measurement traces at 1550 nm measure-
ment wavelength is considered here (see 
Fig. 9). As it can be seen, the higher the 
number of accumulated traces, the more 
explicit the location of impact. Trace accu-
mulation also raises the total voltage level, 
thus suppressing the background noise 

(mainly the EDFA amplified spontaneous 
emissions and photoreceiver noise) as well 
as PMD caused power fluctuations. We 
propose the use of 50 traces; however, find-
ing the optimum number of traces remains 
a task of further research. The rest of the 
results (Figs. 10–12) are attained using 50 
POTDR trace accumulation.
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SMF_1 line in the case of electric signal circuitry A and B.

Figures 10 to 12 show results obtained 
by two electrical signal circuit solutions, 
where circuit version A uses PL-DC, but 
B uses AM with an adjustable limiting 
threshold for amplitude limitation and sig-
nal amplification. Figure 10 shows the case 
when the distance to the location of 2 MPCs 

is determined to be 20.15 km. Figures 11 
and 12 are the cases when the distance to 
the location of 2 MPCs is determined to 
be 20.65 km and 21.15 km. All the identi-
fied locations correspond to the fibre under 
the test line with two 500 m spools after 
20.15 km.
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Fig. 11. The accumulated absolute amplitude difference versus fibre length when MPCs are located after the 
SMF_2 line in the case of electric signal circuitry A and B.
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As it can be seen in Figs. 10–12, in all 
cases it is possible to detect accurately the 
location of external impact from 2 MPCs 
using both (A and B) circuit versions. The 
combination of PL-DC and LNA gives 
less noisy trace, thus giving more notice-
able location of external impact. On the 
other hand, the VL – TEA version pro-

duces higher fluctuations amplitude and 
more distinct front of the event. As it has 
been mentioned previously, in all cases the 
total length of fibre under test (41.38 km) 
has been determined using time-amplitude 
analyser with timing resolution of 2 to 3 ps 
RMS. The total length is afterwards used as 
the reference for DSO measurements.	

4. CONCLUSIONS

In this research, the enhanced-reach 
POTDR technique was experimentally 
developed for real-time monitoring of the 
fibre optical infrastructure. The research 
presented a monitoring technique of an 
optical signal state of polarization based 
on reflected signal time-amplitude analy-
sis with improved operation parameters, 
namely, timing resolution (2 to 3 ps RMS) 

and amplitude measurement resolution of 
nanosecond scale pulses (8 to 10 bits) for 
monitoring of fibre optical communication 
lines. This technique can detect the location 
of external impacts (mechanical vibrations, 
strain, etc.) on the optical fibre lines. The 
demonstrated POTDR provides a consider-
able optical fibre line measurement reach of 
up to 40 km.
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During the pandemic and periods of martial law, educational institutions in Ukraine imple-
mented various forms of organising the educational process, combining in-person and remote 
classes. As a result, there has been a decrease in the level of use of building premises. The analysis 
of the characteristics of energy consumption in these conditions requires additional attention. In 
this study, a dynamic energy model of the building was created using the educational building of 
Igor Sikorsky Kyiv Polytechnic Institute as an example. Energy consumption for heating needs was 
determined for normal operating conditions and quarantine conditions in Ukraine (only a specific 
part of the premises is being operated, ensuring that the standard temperature value is maintained 
while people are present). Based on the results of the study, the features of the energy consumption 
of the building during quarantine/martial law restrictions, subject to the partial use of the building, 
were analysed, and the main disadvantages of such a mode were identified. For the educational 
building of the university, the total energy consumption for heating needs depends on the number of 
rooms that are actively used, and the modes of regulation of heating and ventilation; the consump-
tion can decrease depending on the chosen scenario by 61 %, 56 %, and 34 % in quarantine mode. 
The findings indicate that the efficiency of regulation modes can decrease by more than four times 
when compared to normal mode due to internal heat exchange with unoccupied rooms.

Keywords: Air exchange, building operation during quarantine and/or martial law, edu-
cational institutions, energy consumption, energy saving, hourly infiltration rate, indoor air 
temperature.
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1. INTRODUCTION

1.1. Overview

At the end of 2019, humanity faced the 
challenges of the global COVID-19 pan-
demic, which impacted all spheres of eco-
nomic and social development worldwide. 
The most significant challenge was the 
need for a radical change in approaches to 
organising and conducting business/work 
activities. Many organisations implemented 
remote work arrangements, either fully or 
partially, wherein employees worked from 
home or adopted a hybrid model, combin-
ing remote work with occasional visits to 
their workplace. The sphere of education 
was no exception, including in Ukraine. 
Therefore, to prevent the spread of COVID-
19 and ensure the continuity of learning, 
educational institutions introduced remote 
or blended learning formats. In addition 
to the challenges of the pandemic, in 2022 
Ukraine faced full-scale military operations 
on its territory. Educational institutions 
have switched to remote mode of operation. 
The consumption of electricity and water in 
educational institutions has decreased, but 
the issue of heating educational institutions 
remains unresolved. In the conditions of 
the energy crisis in Ukraine caused by tar-
geted and regular missile attacks on critical 
energy infrastructure, the energy-efficient 
use of energy is an urgent issue. 

In most educational institutions in 
Ukraine, operational control of the cen-
tralised heating system occurs simultane-
ously at the system’s entry point for the 
entire building. Therefore, to reduce the 
use of energy resources, the feasibility of 
maintaining normative temperature con-
ditions in rooms that are not involved in 
face-to-face learning during quarantine/war 
restrictions becomes an additional factor 

that will alleviate the deficit of generating 
capacities in the energy system. Currently, 
the possibilities of such an approach can be 
explored using dynamic simulation model-
ling of heat distribution in the premises of 
the educational building with the construc-
tion of a corresponding energy model of the 
building. Such a model consists of energy 
characteristics during the partial use of the 
building. It allows analysing the character-
istics of heat consumption during distance 
learning for different operating modes of 
heating and ventilation systems, as well 
as conducting simulations and evaluating 
the heat exchange between rooms with dif-
ferent operating modes. This will enable 
making informed decisions regarding the 
more compact placement of certain depart-
ments within the educational institution, 
which will operate during distance learn-
ing and will require adequate temperature 
regulation. Energy saving and enhancement 
of energy efficiency are priority areas of 
political activity in Ukraine as well as glob-
ally. These measures are crucial require-
ments for the European integration of the 
national energy system. Buildings deserve 
special attention in the field of energy sav-
ing because they account for more than a 
third of the world’s energy consumption 
[1]. At the same time, during the evalua-
tion and formulation of an energy-saving 
action plan, it is imperative to consider 
various parameters that characterise the 
building. In particular, these parameters 
include a set of operational factors. Such 
factors include the work schedule, indoor 
air temperature, duration, and frequency of 
occupancy, lighting operation, equipment 
usage, and more. Occupants differ in their 
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requirements for comfort, which are also 
influenced by their behaviour. The efficient 
use of energy resources in buildings is influ-
enced by operational and behavioural fac-
tors [2], [3]. 

Understanding occupant behaviour has 
been emphasised as an important factor in 
occupancy modelling to achieve energy 
efficiency improvements, especially in 
building heating, ventilation and air condi-
tioning systems [4]. To this end, the authors 
of [4] conducted an experiment to moni-
tor indoor environmental variables such 
as temperature, lighting, relative humidity, 
and CO2 levels in the living room of a resi-
dential building. The residential building 
consists of five separate rooms, in Taman 
Teratai Johor, Malaysia, which has a tropi-

cal climate with typical temperatures rang-
ing from 25 °C to 30 °C all year round. Five 
different occupancy prediction models were 
used to predict occupancy. According to 
this study, occupancy detection can reduce 
energy costs by up to 30 % while boosting 
indoor air quality. Educational institutions 
are interesting from an operational perspec-
tive, as they are characterised by intensive 
occupancy during regular classes [5], [6], 
which in turn largely affects the integral 
characteristics of heat gains into the prem-
ises and energy consumption depending on 
the level of awareness of potential consum-
ers (whether the light is turned off, the fau-
cet is closed towards the end, windows are 
opened / closed, etc.) [7]–[9].

1.2. Energy Performance of Educational  
Institutions during the Pandemic Period

Research [10] shows the effect of 15 
architectural building design parameters 
(ABDPs) on energy consumption and stu-
dents’ thermal comfort for a single-sto-
rey education building at the University 
of Newcastle, Australia. Sensitivity and 
uncertainty analyses were used to assess the 
most important ABDPs. According to the 
authors’ recommendation, these results can 
be useful for building designers, but they 
do not take into account the dynamics of 
operational factors.

A comprehensive effectiveness analy-
sis of the deep retrofitting process of an 
educational building located in north-east-
ern Poland is presented [11]. Planned and 
actual energy effects were compared, as 
well as the associated reductions in pollut-
ant emissions. The analysis of the reasons 
for the change in the final Heating Energy 
Indicator within four years after retrofitting 
did not take into account possible changes 
in the schedule of use of the building.

An overview of thermal comfort and 
indoor air quality (IAQ) of educational 
buildings closely related to ventilation 
energy consumption was conducted [12]. 
This paper critically reviewed the interac-
tion of thermal comfort, IAQ and ventila-
tion energy consumption at different edu-
cational levels under different climates. It 
was noted that more studies were required 
for investigating thermal comfort in educa-
tional buildings during the heating period. 
University buildings require increased 
attention. The number of publications 
concerning Central European countries 
is relatively limited, particularly regard-
ing university premises where the level of 
ventilation control is comparatively low. 
The review overlooked the issues related to 
energy consumption during the dissipation 
and reduced use of premises, which are par-
ticularly prominent under quarantine condi-
tions and the prevalent combination of in-
person and online forms of classes during 
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the war period in Ukraine.
The COVID-19 pandemic significantly 

affected the energy consumption of govern-
ment institutions, including higher educa-
tion establishments, due to the implementa-
tion of social distancing, ensuring adequate 
indoor ventilation, and personal hygiene 
measures [13].

Consequently, there are now stricter 
needs for maintaining high standards of 
in-door air quality in order to prevent air-
borne virus transmission [14]. The devel-
oped strategy for the optimal control of 

the HVAC system allows reducing energy 
consumption by an estimated 30 % for the 
case study of an educational building of 
the University of Pisa. Schedules of the 
building use are taken into account. It is 
acknowledged that addressing the issue of 
COVID-19 necessitates a higher ventilation 
rate to achieve improved air quality levels. 
Simultaneously, when analysing the chal-
lenge of balancing occupants’ comfort with 
energy consumption in buildings, it is cru-
cial to consider reduced schedules for use of 
premises under quarantine restrictions.

1.3. Educational Institutions in Ukraine  
during the Pandemic/Wartime Conditions

With the aim of increasing social dis-
tancing and limiting contact between 
people, a significant number of countries 
implemented partial or full transition to 
remote learning for educational institutions, 
commercial establishments, and industrial 
enterprises [15]. These measures resulted in 
significant changes in energy usage sched-
ules and patterns [16]. At the beginning 
of the pandemic in Ukraine, most educa-
tional institutions at all levels of education 
also shifted to blended or remote working 
modes. This was determined by the epi-
demiological situation in the area where 
the educational institution was located. 
In 2023, when most countries worldwide 
had overcome the threat of COVID-19 
spread and returned to in-person learning, 
Ukraine was facing a new challenge related 
to military threats. This situation requires 
the ongoing implementation of alternative 
learning methods to prioritize safety and 
protect the lives of students and educators. 
Under such circumstances, to avoid exces-
sive use of energy and ensure the smooth 
operation of buildings, a very important 
issue arises – the establishment of sched-
ules for the rational use of energy for heat-

ing needs, while considering the occupancy 
patterns of the premises. At the same time, 
the regulation of heating, ventilation, and 
air conditioning systems according to these 
schedules requires the availability of appro-
priate energy monitoring systems and the 
optimal configuration of equipment, which 
will ensure economic viability of such reg-
ulation. Currently, an increasing body of 
evidence suggests that the performance of 
a building is affected by the dynamics of 
occupant behaviour [17]. In particular, the 
results of a study by the World Business 
Council for Sustainable Development [18] 
estimate that inefficient user behaviour can 
contribute to a one-third increase in a build-
ing’s energy consumption, whereas energy-
saving behaviour can lead to a one-third 
reduction in energy costs.

Considerable attention in the study of 
energy consumption during the COVID-
19 pandemic is devoted to the increase in 
consumption of electricity [12], [19], [20] 
and water [21] in residential buildings, 
provided that employees work from home. 
For Ukraine with a sharply continental cli-
mate, the issue of the use of heat energy 
is the most urgent, because its level can 



48

make up to 85  % of the total energy bal-
ance of the building [22]. Energy-efficient 
modes of heating energy use in buildings 
are associated with the use of intermittent 
modes of heating and ventilation [23]. In 
the article [24], a study of the natural level 
of air exchange in educational institutions 
of Ukraine was conducted. The obtained 
results are used to adjust the energy model 
of the building under study.

A thorough analysis of implementing 
short-term and energy-saving modes of 
operation for the heating and ventilation 
systems of educational premises not used 
during remote learning is relevant and aligns 
with the approaches outlined in the Law of 
Ukraine “On Energy Efficiency of Build-
ings” [25]. Furthermore, it serves to justify 
the viability and importance of implement-
ing monitoring capabilities for energy and 
operational parameters in buildings, as a 
fundamental requirement to enable effec-
tive energy resource conservation in cases 
of excessive usage. The results of the study 
[17] represent the possibilities of using data 

from the energy monitoring system, using 
the example of a set of three residential 
buildings, including a total of 305 student 
apartments located at the main campus of 
the Royal Institute of Technology (KTH) 
in Stockholm. An additional analysis is 
required, which would take into account 
the schedules and distribution of the use 
of premises when determining energy con-
sumption in the conditions of quarantine 
restrictions and martial law for Ukrainian 
universities. Such an analysis can deepen 
the understanding of the distribution of 
energy consumption and of how comfort 
can be ensured under changing conditions 
of use of educational institution buildings.

Pandemic restrictions in Europe and 
worldwide were somewhat eased in 2022, 
but due to the enforcement of martial law 
in Ukraine, the implementation of blended 
learning was not possible due to the con-
stant threat of rocket attacks.  Educational 
institutions continued to operate in a remote 
mode, and the requirements for educational 
institutions remained unchanged.

1.4. Objectives

The subject of this study is Building 
No. 17 of the Radio Engineering Faculty at 
Igor Sikorsky Kyiv Polytechnic Institute. 
The research focuses on the heating energy 
consumption patterns of the building during 
both remote and in-person learning modes.

The objectives of the study are as follows:
1.	 To create a dynamic model of the build-

ing using the DesignBuilder software 
environment, based on the investigated 
object.

2.	 To conduct simulations of the building’s 
energy consumption patterns using three 
proposed scenarios: No. 1 – at a constant 
temperature and steady air exchange 
(indoor air temperature t = const, hourly 
infiltration rate n = const); No. 2 – with 

intermittent heating mode (lowering the 
temperature during non-working hours 
and weekends) and steady air exchange 
(t = var, n = const); No. 3 – with inter-
mittent heating and intermittent air 
exchange (t = var, n = var).

3.	 To simulate the energy consumption of 
the building under quarantine, consider-
ing the schedules for using the premises 
and the permissible levels of tempera-
ture drop in them when implementing 
the three proposed scenarios (No. 1, No. 
2, No. 3 – similarly).

4.	 To evaluate the indicators of build-
ing energy consumption in the case of 
implementing distance learning.
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2. MATERIALS AND METHODS

Building Energy Modelling (BEM) 
involves predicting a building’s energy 
consumption and its corresponding energy-
saving level compared to a standard base-
line. BEM approaches are implemented 
through software products, with EnergyP-
lus and TRNSYS being the most commonly 
used ones [26]. Unlike TRNSYS, which is a 
paid software product, EnergyPlus is more 
appealing for usage due to its free avail-
ability. EnergyPlus does not have its own 
graphical editor, so the building geometry 
is created using the DesignBuilder software 
environment, which is synchronized with 
EnergyPlus. The software allows for con-
ducting energy simulations for the entire 
building or individual zones with a time 
step of 10 minutes. It includes defining the 
thermal properties of the building envelope, 
window constructions with optical glazing 
properties, engineering systems, energy 
sources, equipment operating schedules, 
lighting and temperature regimes, occu-
pancy schedules, human activity, clothing 
insulation properties, and more. The soft-
ware considers the inertial characteristics of 
the building envelope and systems, as well 
as the dynamics of climate data variability. 
The output provides information on air tem-
perature, surface radiant temperature, loads 
on heating/cooling and ventilation (HVAC) 
systems, comfort levels, and more. Ener-
gyPlus incorporates codes from DOE-2, 
ASHRAE, and BLAST, which are aligned 
with European standards, making it a viable 
choice for use [27].

The model takes into account heat 
transfer between building zones. The ther-
mal balance of the building/zone is calcu-
lated dynamically with respect to the indoor 
air temperature, considering variable con-
ditions at zone boundaries and heat gains 

inside the zone, zone air heat balance, inter-
nal and solar heat gains, and transmission links 
with adjacent zones and the external environ-
ment through zone boundaries (envelope). A 
detailed description of dynamic energy simu-
lation is presented in EnergyPlus “Input Out-
put Reference” [28].

In order to study the energy performance 
of the building, energy models of one of the 
educational buildings of Igor Sikorsky Kyiv 
Polytechnic Institute (Kyiv, Ukraine) were cre-
ated based on the software product EnergyPlus 
[26]. 3-D model of the building geometry was 
created in the graphic editor DesignBuilder; 
thermal properties of the multi-layer enclo-
sure, window structures with optical features 
of glazing, engineering systems, operation 
schedule and temperature regimes, etc. were 
specified [9]. The software product takes into 
account the inertial characteristics of the build-
ing envelope and systems, the dynamics of cli-
matic data variability. At the output, the soft-
ware product allows obtaining air temperature, 
surface radiation temperature, heating/cooling 
and ventilation system (HVAC-system) load, 
and others [22].

The results presented in this article are a 
continuation of the research presented in the 
article  [9]. Below are the initial data of the 
research object used to create the building 
energy model.

Initial data. Building and model [9]: For 
creating a building model in the DesignBuilder 
software, educational building No. 17 of Igor 
Sikorsky Kyiv Polytechnic Institute was used. 
It was built in 1969. The building is located 
in Kyiv. Geometrically, the building is of a 
regular extended rectangular shape. The main 
part of the facades is oriented to the north and 
south. The building comprises five floors, as 
along with a heated basement and an unheated 
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attic. The heating volume of the building is 
42371 m3, the area is 12185 m2. All windows 
of the building were replaced with metal-plas-
tic single-chamber double-glazed windows 
with air-filled chambers, with the exception 
of the technical floor, where glass blocks were 
installed. At the same time, the share of the area 
of translucent structures is 36.7, 12.0, 35.4 and 
12.0 % in the northern, eastern, southern and 
western orientations, respectively. The bearing 
layer of the outer walls of the building is made 
of expanded clay concrete. For external walls 
U-Factor with Film – 1.02 W/m2·K. Covering 
of the building – flat roof, rolled: U-Factor with 
Film – 0.80 W/m2·K; one part of the coverage 
is the coverage of the 5th floor, another part is 
the coverage of the technical floor. Foundation 
– concrete blocks (floor U-Factor with Film – 
0.75 W/m2·K). Glass U-Factor for windows 
– 2.38 W/m2·K. The building is supplied with 
heat through the networks of a centralized 
heating system, the model of which allows 
for the introduction of intermittent heating 

modes. The building has a water central 
heating system with regulation at the sys-
tem’s entrance. Zone temperature control 
for office spaces according to the occupancy 
schedule is achieved through electric heat-
ing. The building’s heating system is two-
pipe with shut-off valves. In addition, it is 
provided that the heating devices installed 
on the premises are M140 cast-iron radia-
tors with thermostatic heads, which allow 
for adjustment by building zones. The ven-
tilation system is natural – it is provided at 
the level of 0.7 ac/h by opening the windows 
and doors; another 0.3 ac/h is provided by 
the infiltration component (due to the loose-
ness of the enclosed structures). Thus, the 
total air exchange is 1 ac/h, aligning with 
the standard requirement for educational 
buildings. The number of people in the 
building during normal operation is 2763. 

The 3-D model of the educational build-
ing No. 17, created in the DesignBuilder 
software environment, is shown in Fig. 1.

Fig. 1. 3-D-model of educational building No. 17 of Igor Sikorsky Kyiv Polytechnic Institute (N – North).

During the quarantine and especially 
during the period of martial law, the number 
of occupants and room occupancy schedules 
changed. Apart from remote learning, mixed 
forms of education were sometimes used, 
and safety conditions were maintained dur-
ing air raids. Therefore, the model applied 
both the normal mode of operation and the 

quarantine mode, where only administra-
tive and office spaces were utilized during 
remote learning. In the applied occupancy 
schedules, heat gains from occupants and 
office equipment were considered accord-
ing to the standards [29], [30].

For the building model under normal 
operation mode (in-person learning period), 
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rooms with similar functional purposes 
were merged into a single zone in the build-
ing model, including:
•	 Educational spaces (lecture halls, com-

puter labs, methodological rooms, etc.);
•	 Common areas (corridors, restrooms);
•	 Utility rooms (basement, attic, vesti-

bules).

Such merging is justified as the opera-
tional parameters of the combined zone 
(internal temperature, air exchange, occu-

pancy per unit area) remain unchanged. 
However, during the period of distance 
learning, significant differences in opera-
tional parameters, as well as thermal and 
mass flows at the boundaries between the 
utilized and unutilized spaces, led to the 
addition of thermal zones for individual 
rooms in the model with designated param-
eters based on the simulated scenario. Fig-
ure 2 illustrates the zoning of a typical floor 
of the building.

Fig. 2. Zoning of a building, using a typical floor as an example (N – North).

Initial data. Schedules of operation 
of the building and engineering systems. 
The hourly climate data used for the simu-
lation is an IWEC hourly file for a typical 
year for Kyiv conditions [31]. The analysis 
of weather data, namely, the hourly varia-
tions in outdoor temperature and the amount 
of solar heat gains received by the room 
through window structures per unit of heated 
area of the room, is presented in [9]. Specific 
indicators of solar heat gains are determined 
taking into account the area and location of 
window structures using DesignBuilder on 
the basis of typical hourly data on the direct 
and diffuse component of solar radiation for 
the conditions of Kyiv, taken from IWEC. 

For the normal operation mode of the 
premises, the number of occupants in the 
building was determined according to the 
requirements of standard [30], and for edu-
cational institutions, the average value of 
this parameter per building is 5 m2/person. 

Before the pandemic, the total number of 
staff and students in the educational build-
ing corresponded to the specified number of 
individuals according to the requirements of 
regulatory documents. Under the conditions 
of the pandemic, the Ministry of Health of 
Ukraine demanded compliance with the 
requirements of not less than 4 m2/person for 
the yellow level of danger [32], which cor-
responded to the accepted normative number 
of people for normal working conditions. 
For the pandemic mode, the occupancy den-
sity in administrative premises remained 
unchanged compared to the normal work-
ing mode. However, since the educational 
process was switched to remote mode, the 
model assumed the absence of people in 
classrooms and laboratories. For the simu-
lated operating modes of the investigated 
building, the occupancy density throughout 
the day was set according to the schedule 
presented in Table 1.
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Table 1. Occupancy Profile during Working Days

Time

Normal mode Quarantine mode
Educational and administrative 

premises Administrative premises

Load (%)

7:00–8:00 25

8:00–9:00 50

9:00–12:00 100

12:00–14:00 75

14:00–17:00 100

17:00–18:00 50

18:00–19:00 25

19:00–7:00 0

Visitors are absent in educational prem-
ises for quarantine mode and in all premises 
on weekends, public holidays, vacations for 
all time. 

In DesignBuilder, metabolism is con-
sidered a constant value, representing the 
amount of heat generated by an average 
adult with a typical body surface area of 
1.8 m2. The model of the investigated build-
ing assumes an equal number of men and 
women, so the metabolic factor is set at 
0.9, which corresponds to 0.85 for women 
and 1.0 for men. The metabolic rate M and 
the thermal insulation of clothing Iclo are 
adopted at the level of typical office work, 
which is 140 W (taking into account the 
metabolic factor – 126 W) and 1, respec-
tively.

Artificial lighting was set at a level of 
300 lux on the work surface, and the light-
ing system’s power consumption was 2.1 
W/m2. On weekends, holidays, and vaca-
tions, artificial lighting was not used. The 
power consumption of office equipment 
was 4.74 W/m2, and its usage schedule 
coincided with the visitors’ activity sched-
ule in the building.

A 3D model of the building was cre-
ated in the DesignBuilder software, taking 
into account the efficiency of the building 

engineering systems. The calculation of the 
building energy characteristics was carried 
out using the detailed method, which allows 
considering the efficiency of engineering 
systems. EnergyPlus software allows tak-
ing into account the thermal inertia of the 
building envelope. In the adopted calcula-
tion scheme, the inertia of the engineering 
systems was not considered, resulting in 
losses in the systems amounting to 15 %.

Several scenarios were developed for 
the investigated building model: for normal 
building operation mode (in-person learn-
ing) and partial utilization of the building 
premises (remote learning): Scenario No. 
1 provided for maintaining the temperature 
and air exchange at stable values throughout 
the entire time; when implementing Sce-
nario No. 2 – during non-working hours and 
weekends the temperature was lowered to 
17 °C; under Scenario No. 3 – temperature 
was decreased to 17°C during non-working 
hours and weekends and  the standard air 
exchange was decreased to the level of 0.3 
ac/h during non-working hours and week-
ends (during non-working hours, the win-
dows were not open and only the infiltration 
component remained). Detailed parameters 
of the proposed modes and premise sched-
ules are given in Table 2.
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Table 2. Parameters of the Proposed Modes

Scenario 
No.

Normal mode of 
operation

Quarantine mode
Used premises (separate premises and toilets on the 

1st and 2nd floors)
All other unused 

premises

1 t = 20 °С [24 hours & 7 days]
n = 1 ac/h [24 hours & 7 days]

t = 14 °С 
24 hours & 7 days  

n = 0.3 ac/h 
24 hours & 7 days

2 theating = 20 °С [from 7:00 until 18:00]
theating set back=17°С [the rest of the working hours + weekends]

3

theating = 20 °С [from 7:00 until 18:00]
theating set back=17°С [the rest of the working hours + weekends]

n = 1 ac/h [from 7:00 until 18:00]
n = 0.3 ac/h [the rest of the working hours + weekends]

* Air exchange (ac/h); t: Given indoor air temperature without the regulation (°С); theating: During working hours 
in premises occupied by people (°С), theating set back: When it is lowered during non-working hours (°С)

3. RESULTS

Output parameters. Based on the 
input data presented in Section 2, a series 
of energy dynamic simulations were con-
ducted for different modes of operation of 
engineering systems and building operation 
schedules. The results yielded hourly data, 
including thermal heating loads, indoor 
air temperatures, and mean radiant tem-
peratures within the premises. Additionally, 
annual heating energy demand data were 
obtained for a subsequent analysis. 

Below are the first results of the research 
on the impact of heating and ventilation sys-
tem operations in educational institutions 
on energy consumption during the period of 
military state and pandemic for the condi-
tions of Ukraine.

The calculation of the basic level of 
energy consumption was carried out in 
accordance with the comfort parameters 
outlined in the standards of Ukraine [29], 
[30], [33], [34], taking into account the typ-
ical climatic conditions for Kyiv. It is worth 
noting that since 2016, Ukraine has fully 
transitioned to European and international 
standards for assessing the energy effi-
ciency of buildings. The temperature regu-
lations for different types of buildings are 

uniformly specified both in modern Ukrai-
nian standards and in the EN series stan-
dards. However, there are differences in the 
requirements for air exchange in the stan-
dards of various EU countries and Ukraine.

It is worth noting that during the pan-
demic, specific requirements are imposed 
on the level of air exchange. In the case of 
adaptive mechanical ventilation systems, 
it is recommended to reduce the CO2 level 
almost by half and maintain it at 400 ppm, 
whereas in normal conditions, this param-
eter should not exceed 1000 ppm, depend-
ing on the building purpose [24]. In the con-
text of the pandemic, ensuring an increase 
in air quality/air exchange requirements is 
challenging for the majority of educational 
institutions in Ukraine due to limitations in 
the existing engineering systems. This is 
one of the reasons for the transition to dis-
tance learning. In office and administrative 
premises, the distance between occupants 
and the level of air exchange (occupant den-
sity, lighting density, device heat density, 
and schedule) are assumed to be the same 
for normal and quarantine conditions. A 
possible reduction in occupant density does 
not significantly affect energy consump-
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tion for maintaining comfort conditions in 
working areas.

The primary measure to limit the spread 
of the COVID-19 virus was to transfer stu-
dents to distance learning. After the full-
scale military invasion and the introduction 
of martial law in Ukraine, the Ukrainian 
educational institutions (particularly in 
northern, southern, and eastern regions) 
continued to operate in a remote mode. 

The created 3-D energy model of the 
educational building at Igor Sikorsky Kyiv 
Polytechnic Institute was validated using 
actual energy consumption data, consider-
ing the real indoor air temperature, room 
occupancy schedules, equipment usage, 
etc., under normal operating conditions 
before the implementation of quarantine 
restrictions. The difference between the 
actual energy consumption recorded by the 
heat energy meter and the energy model 
of the building in the EnergyPlus software 
environment is approximately 10 %. Addi-
tionally, a comparison was made between 
the results of energy modelling of the build-
ing heating requirements using the quasi-
stationary method DSTU B A.2.2-12:2015 
[30], a national calculation method for 

establishing the baseline energy consump-
tion and assessing the energy efficiency 
level of buildings, and the dynamic energy 
model of the building created in the Ener-
gyPlus software environment, showing a 
discrepancy of about 18 %.

Total area of used premises for nor-
mal and quarantine mode is presented in 
Table 2. Tables 3 and 4 present the results 
of building energy consumption modelling. 
The first number in the designation shows 
the mode of operation X/X: 1/X – normal 
mode, 2/X – quarantine; the second num-
ber corresponds to the scenario number (for 
example, X/3 is Scenario No. 3). Similar 
designations will be maintained here and 
below. For example: “1/1” – normal mode, 
with stable temperature and air exchange 
values throughout the entire time; “2/1” – 
quarantine mode, with stable temperature 
and air exchange values throughout the 
entire time. Different temperature levels are 
maintained for the used and unused rooms. 
“Δ%” – the percentage deviation of energy 
consumption in the quarantine mode com-
pared to the normal mode under a given 
scenario.

Table 3. Need for Heating by the Created Models

1 Mode / scenario, Х/Х 1/1 2/1 Δ (%)

2 Heating area of the building (m2) 12184.8 -

3 Area of used premises (m2) 12184.8 992.1 -91.9

4 The need for heating, used premises (kWh/season) - 219483.0 -

5 Energy consumption for the heating season (kWh/season) 1596335.8 617532.9 -61.3

6 Specific energy consumption (kWh/m2)
131.0

50.7 -61.3

7 Specific energy consumption of used premises (kWh/m2) 221.2 68.9

8 Specific energy consumption of the used representative premises, 
north orientation (kWh/m2) 131.9 241.7 83.2

9 Specific energy consumption of the used representative premises, 
south orientation (kWh/m2) 115.1 215.1 86.8

Δ: Deviation of calculation results 2/1 from 1/1 (%).
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Table 4. Heat Consumption by the Created Models

1 Mode / scenario, Х/Х 1/2 2/2 Δ (%)

2 Heating area of the building (m2) 12184.8 12184.8 -

3 Area of used premises (m2) 12184.8 992.1 -91.9

4 The need for heating, used premises (kWh/season) - 169745.7 -

5 Energy consumption for the heating season (kWh/season) 1363925.1 592826.0 -56.5

6 Specific energy consumption (kWh/m2)
111.9

48.7 -56.5

7 Specific energy consumption of used premises (kWh/m2) 171.1 52.9

8 Specific energy consumption of the used representative premises, 
north orientation (kWh/m2) 110.8 185.2 67.1

9 Specific energy consumption of the used representative premises, 
south orientation (kWh/m2) 94.4 162.0 71.6

Δ: Deviation of calculation results 2/2 from 1/2 (%)

In addition to the aforementioned infor-
mation, the comparison of heat consump-

tion is presented in Table 5.

Table 5. Heat Consumption by the Created Models

1 Mode / scenario, Х/Х 1/3 2/3 Δ (%)

2 Heating area of the building (m2) 12184.8 12184.8 - 

3 Area of used premises (m2) 12184.8 992.1 -91.9

4 The need for heating, used premises (kWh/season) - 120678.3 - 

5 Energy consumption for the heating season (kWh/season) 829736.1 546852.8 -34.1

6 Specific energy consumption (kWh/m2)
68.1

44.9 -34.1

7 Specific energy consumption of used premises (kWh/m2) 121.6 78.6

8 Specific energy consumption of the used representative premises, 
north orientation (kWh/m2) 66.9 134.3 100.8

9 Specific energy consumption of the used representative premises, 
south orientation (kWh/m2) 53.0 112.2 111.6

Δ: Deviation of calculation results 2/3 from 1/3 (%)

Therefore, according to the modelling 
results for Scenario No. 1, partial utiliza-
tion of the building during remote learning 
will reduce heating energy consumption 
by 61.3 % [9],  No. 2 – 56 %, No. 3 – 34 
% in quarantine mode. At the same time, 
the specific consumption to the total heat-

ing area is reduced by the equivalent value. 
However, if we compare the specific con-
sumption of heat energy in heated rooms to 
the appropriate level, this value increases 
by 68.9 % compared to the usual mode. If 
we consider a single room, which is zonally 
separated in both models for analysis, its 
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specific consumption increased by 83.2 % 
and 86.9  % for the northern and southern 
orientation compared to the usual mode, 
respectively. Similar observations can be 
made for scenarios No.  2 and No.  3. If 
we compare Scenario No.  1 and Scenario 
No.  2, we see that the use of intermittent 
heating mode reduces energy consumption 
both in normal operation (by 14.6 %) and 
in quarantine (by 4 %, savings are reduced 
due to the flow to adjacent premises). The 
reduction in heat energy consumption dur-
ing quarantine is not particularly signifi-
cant since only a small part of the prem-
ises is operational. Consequently, there 
will be a decrease in temperature during 
non-working hours. Scenario No.  3 is the 
most energy efficient as evidenced by the 

obtained results. Energy savings, compared 
to Scenario  No.  2 for the normal mode, 
are 39.2 % and for the quarantine – 7.8 %. 
Thus, the total energy savings for scenarios 
No. 1 and No. 3 for normal/steady state are 
48 % and for quarantine – 11.5 % [9]. The 
hourly heating load for in-person (normal) 
and remote learning conditions is shown in 
Fig. 3. The illustration of the heating load 
on the heating system for Scenario No. 1 is 
presented in the paper [9]. It follows from 
Figs. 4 and 5 that when the proposed oper-
ating modes are implemented under quar-
antine restrictions, the load on the heating 
system is generally reduced, and Scenario 
No. 3 is the most energy efficient for both 
operating modes.

Fig. 3. Hourly need for heating by the building.  
(a – Scenario No. 2;  b – Scenario No. 3;  
1 – normal mode; 2 – quarantine mode).

However, as noted, the specific energy 
consumption per unit of heating area (up 
to the appropriate temperature level) has 
increased. Figure 3 shows the graphical 
hourly specific consumption of heat energy 
for the heating of a separate room, which 
is operated under quarantine and normal 
conditions. To compare the consumption 
of heat energy at different orientations, the 
azimuth of the building model was rotated 
in the program by 180° (the results obtained 
are given in Table 2) and one room was 
considered for two cases. The room under 

consideration has an area of 37.4 m2 and 
two windows (5.4 m2), the glazing factor is 
0.52. The increase in specific consumption 
indicates that in rooms where the proper 
temperature is maintained during working 
hours, the heat flow intensifies through the 
inner walls to neighbouring rooms, where 
the level of heating is reduced. The south-
ern orientation is characterised by more fre-
quent shutdowns / reductions in the load on 
the heating system compared to the north-
ern orientation, due to the intensity of solar 
revenues.
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Fig. 4. Hourly heat consumption by representative premises of north orientation. (a – Scenario No. 1; b – 
Scenario No. 2; c – Scenario No. 3; 1 – quarantine mode; 2 – normal mode).

Figure 5 shows hourly graphs of air 
temperature fluctuations, average radiation 
temperature and air exchange during normal 

operation and quarantine in the considered 
representative room of northern orientation.

Fig. 5. Fluctuation of air temperature, average radiation temperature, air exchange level during the heating 
period for representative premises of north orientation. (a – 1/1; b – 2/1; c – 1/2; d – 2/2; e – 1/3; f – 2/3; where: 
1/Х – normal mode, 2/Х – quarantine mode, Х/1 – Scenario No. 1; Х/2 – Scenario No. 2; Х/3 – Scenario No. 

3; 1 – air exchange; 2 – deviation of indoor air temperature; 3 – deviation of the average radiation temperature).
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The same analysis was carried out for 
the south orientation. The general trend for 
south orientation is similar, but the values 
of indoor temperature and mean radiation 
temperature are higher. The average dif-

ference between the room temperature and 
the average radiation temperature for the 
calculation period are presented in Table 6, 
where X/X_S – south and X/X_N – north 
orientation.

Table 6. Indoor Air Temperature and Average Radiation Temperature for the Obtained Models

Scenario tair_in (°C) tmean_rad (°C) Δ(°C) Scenario tair_in (°C) tmean_rad (°C) Δ(°C)

1/1_S 20.1 20.0 0.1 2/2_S 18.1 16.7 1.4

1/1_N 20.3 20.6 -0.3 2/2_N 18.2 16.9 1.3

2/1_S 20.1 17.3 2.8 1/3_S 18.3 17.9 0.4

2/1_N 20.2 17.9 2.3 1/3_N 18.6 18.6 0.0

1/2_S 18.1 18.1 0.0 2/3_S 18.1 16.0 2.1

1/2_N 18.3 18.7 -0.4 2/3_N 18.3 16.8 1.5

* North orientation, S: South, tair_in: Indoor air temperature, (°C), tmean_rad:  
Average radiant temperature (°C), Δ: Temperature difference between tair_in and tmean_rad (°C)

From the given results, it follows that 
the parameters of comfort in the premises 
used under quarantine restrictions are dete-
riorating (the average radiation temperature 
decreases). 

This is caused by the contact of these 
spaces with cold zones, where the tempera-
ture is tair_in= 14 °C. Due to the existence 
of internal heat flows between these zones, 
there is a reduction in the average radiant 
temperature (tmean_rad) in the occupied 
spaces. For Scenario No. 1, the lowest aver-
age radiation temperature is typical of the 
northern orientation room used in quaran-
tine. The highest average radiation tem-
perature – for the southern orientation in 
normal operation (in this case, the average 
radiation temperature even exceeds the air 
temperature by 0.3  °C). A characteristic 
feature of south-facing rooms, in addition 
to the general increase in average radiation 
temperature, is the increase in the ampli-
tude of fluctuations in both average radia-
tion temperature and indoor air temperature 
during the day and night, due to additional 

heat from the sun on the south side. Simi-
lar analogies are observed for scenarios No. 
2 and No. 3. For Scenario No. 2, there is 
a decrease in the average radiant tempera-
ture and indoor air temperature during the 
heating period. Additionally, the differ-
ence between the indoor and average radi-
ant temperatures is also reduced. Scenario 
No. 3 compared to No. 2 is characterised 
by an increase in indoor air temperature, 
as the air exchange in the premises during 
non-working hours decreases. However, 
this slightly reduces the average radiation 
temperature. As a result, in the implementa-
tion of Scenario No. 3, the moisture in the 
air condenses to a greater extent than in No. 
2 and diffuses into the enclosing structures, 
removing heat from them and, as a result, 
reducing the average radiation tempera-
ture. However, the reduction is very small 
compared to the savings of heat energy in 
Scenario No. 3, so the most appropriate sce-
nario to be used for both modes of operation 
is Scenario No. 3.
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4. DISCUSSION

The conditions of the COVID-19 pan-
demic have led to a significant transforma-
tion of teaching methods adopted in higher 
educational institutions, shifting towards a 
reliance on online learning systems. Con-
siderable attention from researchers has 
been directed towards studying electricity 
consumption issues [35]–[37]. Overall, the 
analysis shows that the total electricity con-
sumption in 2020 was significantly lower for 
educational institutions compared to 2019 
[35], [36]. For instance, in the buildings of 
the University of Jordan campus, electric-
ity consumption decreased by 20.8 % [36]. 
Similar studies on electricity consumption 
reduction have been conducted for universi-
ties in Michoacan, Mexico [35]. The article 
[37] explores how the COVID-19 pan-
demic has affected the demand and changes 
in electricity consumption in the energy 
system of the USA. However, the issue of 
thermal energy consumption for heating 
needs in educational institutions during the 
pandemic period has not been studied suf-
ficiently.

The article [38] presents results regard-
ing the increased energy consumption for 
heating and cooling purposes in residen-
tial buildings of the sleeping districts in 
Geneva, Switzerland. The obtained results 
indicate that the energy demand for heat-
ing and cooling of the premises tended to 
increase by 8  % and 17  %, respectively, 
during partial lockdown, while these figures 
grew to 13 % and 28 % in the case of a full 
lockdown. In the present article, the assess-
ment of the change in energy consump-
tion for heating in university buildings has 
been conducted for the conditions of Kyiv, 
Ukraine, for the first time.

During the pandemic and periods of 
martial law, a decrease of classes and class-

rooms has been observed in educational 
institutions of Ukraine and, consequently, a 
decrease in the number and area of rooms in 
which the comfort conditions necessary for 
classes are maintained. For the academic 
building of the university, the total energy 
consumption for heating needs depends 
on the number of rooms that are actively 
used and the heating and ventilation control 
modes. Simulation of dynamic modelling 
was conducted to analyse the energy con-
sumption of the educational building, spe-
cifically focusing on heating requirements.
The simulation was performed using the 
educational building of Igor Sikorsky Kyiv 
Polytechnic Institute as a representative 
example.

The conducted studies consider the 
unique characteristics of energy processes 
within the multi-component structure of 
the building, specifically when determining 
energy consumption for heating purposes. 
These characteristics include the influence 
of the dynamics of solar heat gains, the 
building orientation in relation to cardinal 
directions, heat accumulation and internal 
heat flow. Special attention is dedicated to 
investigating the impact of various modes 
of operation of the heating and ventilation 
system.

The article presents data on the impact 
of decentralization and occupancy sched-
ules of the utilised premises on energy 
consumption reduction. The results were 
obtained using dynamic modelling of a 
multi-zone three-dimensional model of 
energy processes in the building. The mag-
nitude of potential savings for different 
scenarios and the justification for the place-
ment of the occupied premises were the 
main objectives of this study.

If we consider the utilization of the 
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building according to Scenario No. 1, the 
reduction of the utilized areas during the 
quarantine mode by 92  % (Table 3) leads 
to an 83  % decrease in energy consump-
tion for heating in simplified proportional 
estimations without considering interzone 
airflows based on average outside tempera-
tures during the heating period. In Table 4, 
we observe a 61 % decrease, meaning that 
the percentage reduction in the utilization 
of building spaces does not lead to a pro-
portionate decrease in energy consumption 
due to inter-zone heat flows between neigh-
bouring spaces.

During dynamic simulations, the reduc-
tion in energy consumption relative to the 
base calculation for normal building opera-
tion (mode 1, Scenario No. 1) is as follows: 

1) In the case of implementing pan-
demic-specific mode 2/1 (with constant 
temperature levels throughout the day for 
working spaces not in use) – 61.3  %; 2/2 
(with intermittent operation modes for heat-
ing systems) – 62.7  %; 2/3 (intermittent 
heating and ventilation modes) – 65.7 %;

2) for normal operating mode, with the 
implementation of intermittent heating sys-
tem operation 1/2 – 14.6 %, and with inter-
mittent heating and ventilation operation 
1/3 – 48 %.

The articles [22], [38], [39] present 
potential energy savings when implement-
ing temperature level regulation through-
out the day for residential [38]–[40] and 
administrative buildings [22], but not for 
conditions of martial law and pandemic. 
In [22], it is indicated that implementing 
a reduction of indoor air temperature by 
3  °C from the set level allows for a 18 % 
reduction in thermal energy consumption. 
Introducing variable temperature regimes 
in residential buildings [38] can lead to a 
16 % reduction in thermal energy consump-
tion. The implementation of variable opera-
tion modes for ventilation systems and tem-

perature regimes in residential buildings 
[39] can reduce heating energy demand by 
25  % compared to a model with constant 
air exchange. It is worth noting that the 
obtained results in [22], [38] correspond 
to different usage patterns of residential 
building spaces, which significantly differ 
from the occupancy schedules of educa-
tional institutions. The effects of heat trans-
fer between zones were not investigated in 
the results of [22], [39], as the temperature 
regime was uniform across all building 
zones. This underscores the necessity of 
conducting studies that allow for the assess-
ment of thermal transfer between building 
zones under different temperature sched-
ules and variations in the conditions of use 
for different spaces.

The increase in the specific consump-
tion of heat energy by the premises used 
during quarantine is attributed to their prox-
imity to colder zones. This proximity also 
results in a decrease in the average radia-
tion temperature, impacting the comfort 
parameters, particularly for premises with 
a northern orientation. This observation is 
supported by the collected hourly data on 
fluctuations in air temperature, average 
radiation temperature, and their overall 
averages throughout the heating season. 

The conducted research indicates that 
the difference between indoor air tempera-
ture and average radiant temperature can 
reach up to 14  %, depending on the ori-
entation of the spaces and the temperature 
regimes in the considered and adjacent 
rooms. Temperature studies conducted for 
educational institutions in Ukraine show 
that the difference between indoor air tem-
perature and average radiant temperature 
can reach up to 21 % [41].

Therefore, when choosing separate 
working areas during quarantine, prefer-
ence should be given to south-facing rooms. 
Based on the analysis of various param-
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eters, it can be concluded that Scenario No. 
3 represents the most energy saving mode. 
The disadvantage of this mode is a decrease 
in the intensity of mass transfer processes 
as a result of a decrease in the level of air 
exchange. This leads to moisture retention 
on the enclosing structures, which leads to 
a decrease in the average radiation tempera-
ture compared to Scenario No. 2. However, 
this decrease is very small and impercep-
tible for the human body. Therefore, this 

mode can be recommended for implemen-
tation in quarantine / martial law mode and 
normal mode.

Therefore, it is demonstrated that the 
spatial arrangement of the premises and dif-
ferent modes of their use need to be taken 
into account when determining energy con-
sumption for heating in each specific case. 
In order to address these challenges, the use 
of multi-zone dynamic energy models for 
buildings is recommended.

5. CONCLUSIONS

A dynamic model of a typical educa-
tional building for the conditions of Ukraine 
of Igor Sikorsky Kyiv Polytechnic Institute 
with centralized heating and natural ventila-
tion was chosen as the object of research. 
Dynamic modelling of the energy state of 
the building was performed using Energy-
Plus software, which takes into account the 
improvement of heating and air exchange 
modes.

The paper presents the first results of 
research on the impact of the peculiarities 
of heating and ventilation systems opera-
tion in educational institutions on energy 
consumption during the period of military 
state and pandemic conditions in Ukraine.

The main results of the research include 
the following:
1.	 Modelling of thermal energy consump-

tion by the building under normal 
operation conditions (in-person learn-
ing) was performed for three devel-
oped scenarios: No. 1 – modelling of 
the operation of engineering systems at 
preset constant temperature and steady 
air exchange (indoor air temperature 
20  °С, hourly infiltration rate 1 ac/h, 
t = const, n = const); No. 2 – with 
intermittent heating mode (lowering 

the temperature during non-working 
hours and weekends to 17  °С) and 
steady air exchange (t = var, n = const); 
No. 3 – with intermittent heating and 
intermittent air exchange (during non-
working hours and weekends lowering 
the temperature to 14  °С and  hourly 
infiltration rate to 0.3 ac/h, t = var, 
n = var). For the premises under 
quarantine mode that are utilized 
(distributed, 12  % of the total area), 
the same scenarios were employed. 
For unused premises t = 14  °С and 
n = 0.3  ac/h, t = const, n = const. 
According to the results of modelling 
of the three proposed modes of opera-
tion for the heating system and natural 
ventilation, the most substantial influ-
ence on reducing energy consumption 
for heating is attributed primarily to 
the reduction of air exchange rate and 
temperature in the unutilized premises 
during quarantine periods (for scenarios 
No. 1, No. 2, and No. 3, these values 
are 61.3 %, 62.7 %, and 65.7 %, respec-
tively). It has been determined that the 
most energy saving result corresponds 
to Scenario No. 3. The total energy sav-
ings between scenarios No. 1 and No. 
3 for the normal mode are 48  % and 
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for quarantine – 11.5  %. The analysis 
reveals that the efficiency of regulation 
modes during the quarantine period can 
decrease by more than four times com-
pared to the normal mode. This decrease 
is primarily attributed to a reduction in 
the number of actively utilised rooms 
subject to control, as well as internal 
heat exchange with unoccupied spaces.

2.	 It has been determined that in the case 
of partial use of the building during 
quarantine, with the implementation of 
zone regulation, the total energy con-
sumption of the building decreases by 
61.3 %, 56.5 %, and 34 % for scenarios 
No. 1, No. 2, and No. 3, respectively. 
When the building is partially used 
under distance learning conditions, 
the specific thermal energy consump-
tion for heating per unit of heated area 
increases compared to the conditions 
of in-person learning (normal mode). 
Specifically, for scenarios No. 1, No. 2, 
and No. 3, the increase is by 68.9, 52.9, 
and 78.6 %, respectively. Additionally, 
when considering a separate research 
room with north and south orientations, 
the difference in specific consump-
tion is more prominent in the southern 
orientation (+86.8 %) compared to the 
northern orientation (+83.2 %), primar-
ily due to uneven heat distribution from 
the sun. If it is possible to change the 
choice of premises used, it is advisable 
to try to place them next to each other 
and on the south side to reduce energy 
consumption for heating. 

3.	 The introduction of intermittent heating 
allows reducing energy consumption in 
normal mode of operation by 14.6 %, in 
quarantine – by 4 % (internal heat flows 
between warm and cold zones of the 
building result in a decrease of the aver-
age radiant temperature in the occupied 
rooms and reduce the expected thermal 

energy savings). The introduction of 
intermittent ventilation allows increas-
ing energy savings by 39.2 % for nor-
mal operation and by 7.8 % for quaran-
tine / martial law. Thus, the total energy 
savings from the introduction of inter-
mittent heating and ventilation for the 
normal mode is 48 % and for quarantine – 
11.5 %. When considering the permis-
sible typical control values, the reduc-
tion of preset indoor air temperature 
and ventilation has a greater impact on 
heating energy consumption. Decreas-
ing the air exchange rate, both under 
normal operating conditions and during 
partial occupancy, has a greater impact 
on heating energy consumption for both 
normal and partial use conditions.

The modelling results provide a basis 
for determining the efficiency and feasi-
bility of implementing zonal heating reg-
ulation in the university building under 
Ukrainian conditions. It is recommended to 
employ the suggested approaches to reduce 
energy consumption when planning sched-
ules for the use of educational facilities with 
partial loading outside the pandemic period 
or martial law. This can be the subject of 
further studies.

Research limitation. The article con-
ducts modelling of the energy characteris-
tics of buildings aimed at maintaining the 
indoor air temperature at a specified level 
without considering comfort parameters, 
which can be assessed using the Predicted 
Mean Vote method (PMV). To ensure 
comfort within the premises during partial 
operation under quarantine restrictions, 
it is advisable to investigate the impact of 
increasing the air temperature in the oper-
ated premises to a level that aligns with the 
PMV comfort parameter within the accept-
able range of ±0.5.
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Sustainability and longevity of existing gas grid exploitation perspective are closely 
related to two fundamental issues: their ability to adopt to changing gas fuel production and 
supply landscape in the context of methane-based fuels, mostly, biomethane, and in the context 
of non-methane-based fuels, mostly, low carbon and green hydrogen. Renewable gases and 
their ever-growing presence in gas transmission and distribution systems open up a discus-
sion about the necessity to revise and restructure the original – vertically integrated layout 
of the gas systems, where gas supply is only technically possible from the transmission sys-
tem towards distribution one, and not vice versa. Development of numerous decentralized 
biomethane production facilities connected to the gas distribution system causes a necessity 
to ensure the possibility to pass biomethane surplus of a certain production area into the gas 
transmission grid, thus avoiding necessity to install biomethane storage capacities locally and 
granting other regions an opportunity to use said surplus in their gas consumption immedi-
ately. The article addresses biomethane production trends and actions taken towards the devel-
opment of reverse flow gas stations in France – one of biggest biomethane producers in Europe 
to date, and opportunities and challenges, which this technique might face in smaller and less 
active renewable gas markets as the one of Latvia.  
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1. INTRODUCTION

For a long time, natural gas has been 
perceived as the only viable bridging fuel 
in transition from fossil fuel dependency to 
green and sustainable energy future on the 
road towards European carbon neutrality 
in 2050. In some countries, natural gas has 
become the main fuel to generate electricity 
and heat energy, as the gas sector enjoyed 
rapid development in the first two decades 
of 21st century characterised by a consider-
ably steady and favourable price [1]. How-
ever, the extensive utilization of fossil gas 
also had and still has its shortcomings. For 
instance, the EU dependency on natural gas 
imports went from 83 % in 2021 to 97 % 
in 2022, and in 2020 fossil gas that domi-
nated the gas sector accounted for a quarter 
of European Union’s (EU) greenhouse gas 
(GHG) emissions, which started to decrease 
steadily only in 2022 onwards. According 
to Eurostat data, in comparison with 2008 – 
the first year when statistical information on 
actual GHG emissions in different sectors 
of the EU’s industry was collected, 2022 
showed a significant decrease in emissions 
in the electricity, gas, steam and air condi-
tioning sectors, accounting to 37% [2]. At 
the same time, in the gas power generation 
sector, reduction in GHG and more pre-
cisely carbon dioxide emissions is often in 
correlation with power plant age and the 
sophistication level of generating equip-
ment: power generation at newer gas-fired 
plants is up to 30 % lower than that at older 
ones and up to 50  % lower than that at 
newer coal-fired plants [3]. 

Also, the Russian invasion of Ukraine 
constituted a significant breach of the global 
geopolitical order, with wide and far-reach-
ing economic consequences. These include, 
but are not limited to, deterioration and 
turbulent changes of the world macroeco-

nomic outlook, disruptions in trade, strong 
shockwaves across financial and commod-
ity markets, and disrupted functionality of 
global fossil gas market [4]–[8]. It strongly 
impacted, yet did not completely ruined 
fossil natural gas positions as bridging 
fuel in the EU’s energy transition. To meet 
its energy and economy decarbonisation 
targets, the EU aims at shifting into low-
carbon gases whilst reducing the total gas 
consumption by 25  % by 2030. However, 
a clear roadmap for this cut-transition still 
needs to be approved. 

At the same time, reduction of fossil 
gas presence in the EU energy sector poses 
a question – whether the gas sector will be 
thrown into total decline, thus gradually 
losing all the infrastructure investment done 
in this sector during the last 60 plus years, 
or it will be renewed by means of intro-
duction of both methane and non-methane 
based renewables gases (RGs) to the grids 
[9]. According to the European Agency for 
the Cooperation of Energy Regulations and 
the Council of the European Union, such 
RGs as biomethane and hydrogen, have the 
potential to cover 30 % to 70 % of the total 
EU gas consumption by 2050 [10]–[11].

In terms of existing gas infrastructure 
and its availability, the EU gas networks 
provide an extensive integration potential 
for a wide range of RGs. The EU gas net-
work is capable of transporting and stor-
ing large quantities of energy: it constitutes 
more than 200  000 km of transmission 
pipelines, over 2 million km of distribu-
tion network and over 20 000 compressor 
and pressure reduction stations. The value 
of the total infrastructure investments is 
approximately 65 billion euro (EUR) in EU 
gas transmission system operators’ (TSO) 
regulated asset bases. Distribution system 
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operators’ (DSO) assets add to that fig-
ure at least by a factor of 3 [3]. In many 
cases, transformation and repurposing of 
the existing gas networks both at transmis-
sion and especially – distribution level, for 
RG application may prove itself to be more 
cost-efficient solution than building of new 
gas pipelines. 

For the most well-known RG in the 
EU – biomethane, even special gas pipeline 
fittings are not necessary, as biomethane 
is chemically, and in its physical proper-
ties, indistinguishable from fossil natural 
gas [12]. As for mid-2023, Europe reached 
a total of 1322 biomethane-producing 
facilities, which is quite a decent share in 
comparison with total amount of biogas 
producing facilities, which then stood at 
approximately 20 000 [13]. In 2020, 4 % of 
total consumed gas in the EU and UK was 
RG, chiefly biogas and its derivates, like 
biomethane. Total volumes have more than 
doubled in the past 10 years.  

Europe’s combined biogas and biometh-
ane production in 2022 amounted to 21 bil-
lion cubic meters (BCM). This is more than 
Poland’s entire inland natural gas demand 
and represents 6 % of the EU’s natural gas 
consumption in 2022. Biomethane produc-
tion alone grew from 3.5 BCM in 2021 to 
4.2 BCM in 2022. In the case of Denmark, 
the share of biomethane in the gas grid 
was close to 40 %. There are also plans to 
increase this production to substitute 100 % 
of the gas demand by 2030. The versatility 
of biomethane as a renewable energy source 
is reflected in its balanced distribution pat-
tern across end-uses, all in urgent need for 
decarbonisation: 22 % was used for build-
ings in 2022, whereas a further 14 % was 
used in industry, 19  % for transport and 
15 % for power generation [14].   

It is a bit different in a case of the most 
promising RG of the future – hydrogen. In 
the transitional phase from methane based 

to non-methane-based RGs, forms of low-
carbon hydrogen, for example, its blends, 
are needed to replace the existing natural 
gas and kick-start an economy of scale. 
The gas networks may use hydrogen blend 
of 5–20% [15] by volume and be tolerated 
by most systems without the need for major 
infrastructure upgrades or end-use appli-
ance retrofits or replacements. The trans-
mission of existing gas networks to hydro-
gen networks is one of the main aspects to 
achieve the hydrogen availability and in the 
meantime large-scale transportation. The 
promotion of hydrogen networks as future 
energy centres of the EU is gaining momen-
tum, and the development of hydrogen 
related activities in all segments of energy 
sector are ongoing [16]. To decarbonise the 
natural gas grids, the threshold of hydrogen 
allowance in the existing grid systems must 
be increased. To create a consistent and 
long-lasting plan, the current energy sector 
players must participate in the development 
of the strategy, as actors in the field have 
command of currently used facilities and 
technologies.

However, in the mid-term perspective, 
along with emerging green and low-carbon 
hydrogen, biomethane will play an impor-
tant role to achieve EU’s energy decarboni-
sation, diversification of gas supplies and 
reduction of the EU’s dependence on exter-
nal energy deliveries, while simultaneously 
reducing exposure to volatile natural gas 
prices [17]. 

As a renewable and dispatchable energy 
source, scaling up the production and use 
of biomethane also help address the climate 
change. For these reasons, according to the 
EC, biomethane production needs to reach 
35 BCM per year by 2030. To achieve this 
ambitious target, the EC presented in 2022 
a Staff Working Document accompanying 
REPowerEU plan that includes a number of 
possible actions to unlock the potential of 
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biogas and biomethane across the EU [18]. 
The proposed actions aim at supporting pro-
duction to a sustainable potential volume of 
biogas to further upgrade it to biomethane 
and to direct biomethane production from 
waste and residues, avoiding the use of 
food and feed feedstocks leading to land 
use change issues. These actions should 
also create the preconditions for sustainable 
upgrading and safe injection of biomethane 
into the gas grid.

Also, for Latvia, which has rather devel-
oped and historically well-maintained gas 
TS and distribution system (DS), covering 
approximately 40 % of the country’s territory, 
decarbonisation of the gas grids by means of 
introduction of biomethane and, with time, 
green and low-carbon hydrogen is one of the 
priorities in its energy agenda. It will allow not 
only using gas DS assets in the closest future, 
but also upgrading this system for successful 
exploitation in at least next fifty years.     

2. PRINCIPLE OF REVERSE GAS FLOWS BETWEEN TS AND DS

Historically, the EU and the Latvian 
gas networks only worked in one direc-
tion. It meant a vertically integrated one-
way operation, where the gas, once it got 
in the transmission system (TS), was routed 
at high pressure throughout TS and towards 
gas DS. In DS, its pressure is lowered to 
supply industrial facilities or pass through 
the network as far as individual residential 
consumers. As it has been described above, 
the EU gas network is very extensive at 
both transmission and distribution level [3].

As a result of these one-way opera-
tions, the predicted impact of biomethane 

development is blunted, unless its produc-
tion points are connected directly to the TS. 
However, the gas DS is much more exten-
sive, the probability that anaerobic digestion 
units are located close to one of the loops of 
this system is much higher, especially when 
full advantage is taken of the tremendous 
potential of raw materials in the form of 
household waste in and around urban areas. 
With the employment of reverse-flow sta-
tion, gas systems become bi-directional; the 
surplus biomethane from DS can enter the 
TS and continue a conventional path to any 
consumption point.

Fig. 1. Noyal-Pontivy reverse gas flow station.
Source: GRTgaz

Industrial and agricultural waste treat-
ment plants produce biomethane, which is 

equal in its quality to fossil natural gas, and 
can be used directly in the commercial and 
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private markets. These units, featured by 
constant biomethane production through-
out the year, are often connected to gas DS 
in urban or rural areas, where consump-
tion is usually lower than production and 
is subjected to additional fluctuation chal-
lenges like seasonality. This excess repre-
sents added value if recovered and used in 
areas where demand exceeds supply. In this 
perspective, a number of green solutions 

have been designed to recover and reuse 
biomethane surplus, such as storage and 
the reverse flow techniques. The reversal 
technique consists of compressing uncon-
sumed biomethane till distribution network 
working pressure level and then injecting it 
into the network at a higher pressure allow-
ing locally produced RG to be supplied to a 
wider a consumption area.

Fig. 2. The functionality of traditional gas TS and DS (a), and employment 
of reverse flow techniques between DS and TS (b).

The main function of a reverse gas flow 
station is that of a compressor: gas produced 
and unconsumed is compressed to a pres-
sure equivalent to that of the transportation 
network. The mechanism works automati-
cally: the compression unit starts up when 
the network pressure reaches the maximum 
expected threshold, above the estimated 
consumption of the biomethane station 
area. Then, the excess gas is compressed 
and injected into another network, bringing 
the initial network pressure to a low thresh-
old where the compressor will stop.

With this versatile solution, the network 
becomes bi-directional and excess biometh-
ane can join the transportation network at 
any point of consumption. These compres-
sion systems, from the distribution network 
to the transportation network, maximize 
the efficiency of the entire energy system 
because, thanks to a play of pressure peaks, 
they encourage the circulation of any surplus 
gas for immediate consumption or, other-
wise, in storage units for future consump-
tion. This avoids saturation of the system and 
the consequent dispersion of exceeding gas.

3. BIOMETHANE PRODUCTION AND EMPLOYMENT OF REVERSE GAS 
FLOW TECHNIQUE IN FRANCE

3.1. Biomethane Production in France 

The gas TS in France is operated by 
two TSOs: GRTgaz and Terega. GRTgaz 
operates 8 110 km of the main network and 
24 043 km of the regional networks, which 

makes around 87 % of the total gas TS in 
the country. Teréga, on the other hand, oper-
ates the remaining 13 % of gas TS, with 650 
km of the main network and 4450 km of 
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the regional networks in the south-west of 
France. The two networks interconnect in 
Castillon-la-Bataille and Cruzy.

DSs are owned by local communities 
and are managed through a concession-
based system between local authorities and 
Gaz Réseau Distribution France (GRDF). 
GRDF operates 95 % of France’s gas DSs, 
while 22 local distribution companies cover 
the remaining 5 % and offer their own regu-
lated tariffs. The French gas distribution 
network totals 195 000 km, the second-lon-
gest gas network in Europe after Germany. 
Both TSs and DSs are open to third-party 
users, including RG producers [19].

As for early 2023, France had 1705 
biogas production facilities. About 30 % of 
them – 514 facilities, purified biogas till the 
level of biomethane and provided injection 
of it into the regional gas grids. In compari-
son with 2020, the amount of biomethane 
facilities in France more than doubled, as 
in late 2020 there were only 214 of them in 
operation in the country. 

The role of gas TSOs and DSOs in the 
development of biomethane production and 
distribution in France cannot be underes-
timated, if even many challenges in this 
process still lay ahead. The first role for 
gas operators such as Terega is to guarantee 
the right to inject for any biomethane pro-
ducer located near a network – be it TS or 
DS related. Once certain technical and eco-
nomic conditions are met, operators must 

make the necessary arrangements to allow 
access to their infrastructures. 

 TS, with a support of all DSs located 
close to production premises, carries out 
connection zoning: this jointly-run futurol-
ogy exercise makes it possible to determine 
the optimal way of welcoming all producers 
onto the grid who want to inject their bio-
methane over the coming years. The subtle 
technical and economic balance found as a 
result of the process is aimed at creating the 
best possible conditions for developing the 
grid at the lowest possible cost. Once the 
mapping is decided upon, operators will be 
able to consult the Energy Regulation Com-
mission (CRE) and stakeholders wanting to 
have a stake in those projects, and then get 
the investment funding released, to build, 
operate and maintain the new plants.

 This process is part of our public service 
mission, supporting the creation of energy 
and jobs in local areas, at the same time 
guaranteeing sustainability of gas related 
industry. In France in 2022, close to 7000 
gigawatt – hours (GWh) of biomethane 
were injected into the gas grids (see Fig. 3), 
representing 10 % of former imports of Rus-
sian fossil gas. Thus, these 7000 GWh cov-
ered only 2 % of France’s gas consumption 
over the year, the peak levels of biomethane 
injections were observed in August, 2022, 
when 10 % of all gas flowing through the 
grid in the southern part of the country, was 
biomethane [20]. 

Fig. 3. Biomethane injected into the gas grids in France (2015, 2021, 2022, in GWh), [20].

Source: Terega
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Tools to speed up biomethane markets 
growth are also considered or introduced in 
France and a few other EU countries, namely:
•	 indexation of the regulated purchase 

tariff to keep up with fluctuation of 
inflation rates. Announced at the end of 
2022, the change in the tariff also con-
siders the hourly cost of labour and the 
production price index;

•	 support for biomethane production by 
invitations to tender. At the end of 2022, 
public stakeholders decided to launch 
calls for tender for biogas production. 
The first tranche was for 500 GWh, at 
a price judged by producers to be too 
low. A new round of invitations to ten-
der were launched afterwards;

•	 issue of biogas production certificates. 
The idea to put energy suppliers under 

an obligation to supply a proportion 
of their portfolio of customers with 
biomethane. Whether they produce it 
themselves or buy it from third party 
producers, that biomethane will give 
them certificates to prove they are full 
filling the obligations. This arrange-
ment would help share out the work of 
developing the industry across the state, 
producers and energy suppliers;

•	 biomethane purchase agreement. These 
direct negotiation contracts are nego-
tiable directly and freely between a 
biomethane producer and an end con-
sumer. This simplification of the trans-
action process is meant to speed up the 
development of a virtuous local ecosys-
tem [21].

3.2. Employment of Reverse Gas Flow Technique in France

In recent years, France has experi-
enced a fast development of biomethane 
production. To facilitate this development 
and maximize its potential, the gas TSO 
GRTgaz is planned to build more than 30 
reverse gas flow stations plants, most of 
which were commissioned between 2022 
and 2024, facilitating the integration of RG 
into existing gas networks. To date, GRT-
gaz operates five such plants, and further 13 
sites are under construction and CRE has 
already validated the investment for seven 
new projects and the study of nine addi-
tional ones.

A reverse flow station transfers local 
biomethane surpluses on the distribution 
networks to the transmission network, to 
be transported to another territory or stored. 
Reverse flow, thus, gives a greater visibility 
to project owners and encourages concrete 
plans for anaerobic digestion units, as it 
allows all local production to be accepted 
by the network at any time, particularly in 
summer when production may be higher 

than consumption. These gas infrastructure 
developments offering smart biomethane 
logistics provide renewable energy that is 
fully controllable and storable, and hence 
extremely useful for the stability of the 
energy system.

Maximum reliability and availability 
are one of the key factors for successful 
development and utilisation of reverse 
gas flow stations.  Compression units are 
installed inside soundproof, water-resis-
tant steel cabins and are equipped with gas 
and fire detection systems ensuring high 
levels of safety. The control panel, which 
manages both the power and the compres-
sor unit, has been designed and installed 
in a dedicated room. Through manual dry-
ers (present in two out of eight stations) 
installed upstream the compression unit 
cleans and dries the gas when the water 
content of the network is too high. Further-
more, water cooling system cools the gas 
at each compression stage ensuring that 
the compressor works properly.
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The systems can be equipped with a 
compressor unit with an installed power of 
2.2 kW and a maximum capacity of 3 m3/h. 
This compressor unit operates over a wide 
range of pressures in both suction (10 to 
500 mbar) and discharge (40 to 67.7 bar). 
Its operation is automatic and controlled by 
the control panel fully integrated inside the 
system: each time the inlet gas exceeds a 
pressure of 200 mbar, the compressor unit 
is activated, recovering any gas leaks, thus 
avoiding dispersion into the atmosphere. 
Once the gas pressure is reduced to 10 
mbar, the compressor unit stops.

It is a technique that makes it possible to 
optimize the flow of biomethane, confirm-
ing that biomethane is a flexible, efficient 
and programmable source. The solutions 
highlighted are the result of know-how 
gained in over 40 years of activity in the 
compression technology, which has enabled 

the development of tailor-made and highly 
innovative projects.

In a decision published in July 2021, 
CRE approved the launch of studies for 
the installation of nine new reverse flow 
projects. GRTgaz currently has a portfolio 
of 32 reverse flow projects in France, for 
a total investment of nearly EUR 100 mil-
lion. GRTgaz already operates five reverse 
flow stations in Noyal Pontivy, Pouzauges, 
Mareuil-lès-Meaux and Marchémoret and 
Marmagne [22].

With its project portfolio, GRTgaz con-
firms its commitment to RGs and its ability 
to support the development of the sector by 
combining the rollout of reliable solutions 
with targeted investments where necessary. 
As part of its business plan for 2021–2024, 
GRTgaz also aims at connecting around a 
hundred anaerobic digestion sites directly 
to its network.

4. A BRIEF OVERVIEW OF THE LATVIAN GAS DS

The gas DS plays an essential role in the 
continuous, safe supply of natural gas not 
only to the households, but also to commer-
cial and industrial consumers. 

The technical operation of distribution 
gas pipeline systems in Latvia is carried out 
by the gas DS JSC Gaso (GASO), which is 
the only operator of the natural gas DS in 
Latvia and ensures the supply of gas from 
the TS to end consumers. The company 
ensures development of distribution infra-
structure, construction of gas connections, 
system operation and natural gas account-
ing, as well as emergency service operation. 
GASO was founded on 22 November 2017, 
separating the operation of the gas DS from 
JSC Latvijas Gāze and fulfilling the EU and 
state requirements for ensuring the indepen-
dence of the natural gas DSO. In 2023, the 
process of selling the company was started, 

after the Competition Council of Republic 
of Latvia ruled that the Estonian company 
Eesti Gaas was allowed to gain decisive 
influence over GASO [23].

Until the 1990s, mainly steel pipes 
were used for the construction of distribu-
tion gas pipelines. However, now polyeth-
ylene pipes are increasingly preferred – this 
practice is not only in the Baltic States, but 
also in other parts of Europe. This change 
in preferences is, accordingly, also reflected 
in the current share of materials for the pro-
duction of distribution gas pipelines in the 
Latvian gas supply system. The percentage 
distribution of distribution gas pipelines 
in Latvia according to the material used is 
60.5 % steel and 39.5 % polyethylene, from 
which it can be concluded that most of the 
pipelines that have been replaced in the past 
twenty-five years are made of polyethylene. 
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Therefore, the share of steel distribution gas 
pipelines in the gas supply system of Lat-
via is shrinking; however, their further use 
should be continued in case of good techni-
cal condition.

According to the data collected in 2023, 
the total length of distribution system gas 
pipelines in Latvia is 6 409 km.

However, gas distribution systems do 
not consist only of gas pipelines, they also 
include gas regulation equipment, special 
structures, shut-off devices, anti-corro-
sion equipment, as well as other technical 
devices. At present, there are 175 gas regu-
lation points, 2 383 cabinet-type gas regula-
tion points, 18 979 home regulators, 5 222 
home stabilizers in the Latvian gas DS.

The total amount of distribution gas 
pipelines in Latvia is divided by service 
districts: the total length of distribution 
gas pipelines in the territory of Riga dis-
trict reaches 3 296.9 km, in the territory of 
Ogre district – 294.9 km, in the territory 
of Liepaja district – 459.8 km, in the terri-
tory of Jurmala district – 468.8 km, in the 

territory of Jekabpils district – 197 km, 
in the territory of Jelgava district – 589.4 
km, in the territory of Daugavpils dis-
trict – 227.1 km, in the territory of Cesis 
district – 473.1 km and in the territory of 
Bauska district – 401.7 km. According to 
the percentage distribution, the pressure 
classes of gas DS pipelines are as follows: 
low pressure (<=0.05 bar) – 38.6 %, mean 
pressure (<= 0.1 bar) – 6.6 %, mean pres-
sure (<= 4 bar) – 36.4 %, high pressure I 
(<=6 bar) – 12.3 %, high pressure II (<= 
12 bar) – 3.5 %, high pressure III (<= 16 
bar) – 2.6 %. The technical operation of 
distribution gas pipeline systems is based 
on LVS 445-1:2011 on “Operation and 
maintenance of natural gas distribution 
systems and user natural gas supply sys-
tems with a maximum working pressure 
of up to 1.6 MPa (16 bar)” performing 
the specified actions, but is not aimed at 
determining the causes of deterioration 
(damage) of the technical condition of 
gas pipelines, as well as predicting further 
safe operation [24]. 

Fig. 4. Principal scheme of the Latvian gas TS and DS.

Source: GASO
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Over time and in the process of opera-
tion of the technical equipment and equip-
ment of the system, the technical charac-
teristics of this equipment deteriorate, the 
adjustment of nodes and the aging of ele-
ments occur, as well as the risk of explo-
sive situations increases [25]. Most often, 
already performing preventive maintenance 
of the elements of the gas DS, potential 
faults are detected and eliminated in time. 
Permanent preventive measures of the 

whole system are not necessary; it should 
most often be done only partially – with 
the aim of restoring damaged or potentially 
damaged elements [26]. The most effective 
is prevention, depending on the technical 
condition of the equipment and facilities of 
the gas DS [27], but to ensure it, continuous 
control of the system is required, which is 
associated with additional financial invest-
ments.

5. REVERSE GAS FLOW EMPLOYMENT PROSPECTS AND LIMITATIONS

Following gas infrastructure planning, 
the network has been upgraded or is planned 
to better match prospects of decentralized 
biomethane production. In this context, gas 
DS and TS improvements are required to 
accommodate the injection of biomethane at 
various sites different from originally verti-
cal, one-way operation structure of the grid. 
As a solution, certain reverse flow facilities 
can be considered to allow the bi-directional 
flow from the TS to the DS and vice versa. 
In 2021, 15 reverse flow facilities were 
operation in Denmark, France, Germany, 
and the Netherlands, with 25 under con-
struction in Denmark, France, and Belgium 
and 16 feasibility studies were announced 
in France and Italy. It is important to con-
sider that reverse flow facilities not always 
depend on the degree of interconnection in 
a country’s gas systems, which can reduce 
the need for compression [28]. 

	 The European gas TSOs and DSOs 
are identifying the zones with abundant 
feedstock availability and developed gas 
grid infrastructure, with injection tech-
nically and economically viable. These 
zones are sometimes also targeted as pri-
ority locations for biomethane hub devel-
opment. This should speed up permitting 
procedures in these areas as the grid infra-

structure check is already done. Areas with 
good feedstock availability but weaker grid 
infrastructure should also be considered 
important, if the most of the sustainable 
feedstocks that should be mobilized in the 
short term are agricultural waste and resi-
dues. For these zones, TSOs and DSOs will 
be able to anticipate the grid upgrades that 
might be necessary if biomethane projects 
are to be developed there. The EU Mem-
ber States could choose to mandate TSOs 
and DSOs to prepare for potential project 
connections, so that biomethane can be 
integrated into the grid in case projects are 
developed. The overall grid infrastructure 
assessment should include the potential 
need for gas grid upgrades including capac-
ities and injection points, but also regarding 
flows, pressure levels etc. Additional grid 
equipment installation and reverse flow 
capacities should also be considered and 
planned [29]. 

Currently, more than 40 biogas plants 
with a total installed capacity of approxi-
mately 56 megawatts are operating in Lat-
via. 41 agricultural biogas stations annually 
use a total of 1.85 million tons of raw mate-
rials, of which 847 thousand tons are dif-
ferent types of manure. The rest of the vol-
ume is made up of food production waste, 
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sewage sludge, damaged fodder. All kinds 
of manure and other waste make up about 
70 % of the raw materials for biogas pro-
duction in Latvia. Approximately 12 % of 
the Latvian biogas plants use waste landfill 
resources for biogas production, two percent 
are sewage sludge substrate biogas plants, 
five percent are facilities that produce bio-
gas from production residues or wastewa-
ter, and the majority – 81 % – are powered 
by agricultural waste. Most of them are 
located quite close to both the natural TS 
and DS. A number of obstacles, such as 
land ownership and the lack of well-defined 
and transparent support schemes, may hin-
der the transfer of biomethane into the gas 

supply network, and these issues should be 
adequately addressed in the future.

As for the case of Latvia, employment 
of reverse gas flow stations would be a ben-
eficial in regions, where biomethane pro-
duction would constantly exceed its local 
consumption or were there are no possibili-
ties to distribute the surplus biomethane to 
local gas consumers via DS connections 
only. If examining a historical map of the 
Latvian biogas production facilities loca-
tions, and speculating that about ¼ of them 
would, in passage of time, convert itself 
into biomethane production facility, it is 
obvious, that the biogas stations grouping 
has two obvious patterns. 

Fig. 5. Location and type of biogas plants in Latvia in 2020,  
with respect to the natural gas network [9].

Source: GASO, the Latvian Biogas Association

The first is the proximity of facilities to 
rather big gas consumption centres and their 
clustering, where connection to both gas TS 
and DS is available. The second is slightly 
different, manifesting remoteness of such 
consumption hotbeds, but obvious close-
ness to big amounts of resources for both 
biogas and biomethane production. The 
facilities of the second group are not obvi-

ously clustering in groups, they are more 
regionally speeded, and in most cases, geo-
graphically closer to DS. Some facilities are 
also significant, as they stand in locations 
where the closest point to any gas network 
is really far away, and, even in case of their 
conversion for biomethane production, they 
most likely will not be among contributors 
to biomethane grid injections.
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6. CONCLUSION

There are evident benefits to employ-
ment of a reverse gas flow technique in 
large countries and gas markets such as 
France, but clear benefits from potential 
employment of it in smaller countries with 
limited gas consumption such as Latvia 
are not so obvious in the short- and mid-
time perspective. In larger countries with 
a mature biomethane production portfolio, 
a large number of biomethane producers, 
significant fuel output capacities, and a 
rapidly developing RG market, which is 
considered both part of gas market as a 
whole and its exclusive part, entitled to 
specific and expanding range of support 
schemes or tools, the use of a reverse gas 
flow technique could be regarded almost 
inevitable.

The market situation in smaller coun-
tries, such as Latvia, is not manifesting an 
immediate practical necessity for employ-
ment of a reverse gas flow technique, as 
owners of biogas facilities with a biometh-
ane production potential in any location 
in Latvia cannot currently evaluate busi-
ness risks associated with engaging with 
a reverse gas flow station development 
project in the foreseeable future. The first, 
production process unrelated, reason is a 
lack of legal framework and clear expense 
sharing blueprint for such a project, as well 
as a small number of realized biomethane 
production facilities and projects currently 
exploring gas grid connection opportuni-
ties. 

Therefore, employment of a reverse gas 
flow technique could be immediately suit-
able only for: 
•	 large and extensive, rapidly growing 

diversified gas markets at the national 
scale;

•	 large and extensive, rapidly growing 
diversified gas markets at a limited 
transnational scale (for projects located 
on the border with one neighbouring 
country, which has enough gas inter-
connections with country of biometh-
ane origin, and has regulation allowing 
passing neighbour’s biomethane sur-
plus to its TS);

•	 smaller countries, but with the same 
intensive development of diversified 
gas market, large-scale biomethane pro-
duction and injection into the grid;

•	 clusters of smaller countries with both 
large and extensively developing or/
and emerging diversified gas markets 
(for projects located on the border with 
more than one neighbouring country, 
which has enough gas interconnections 
with country of biomethane origin, and 
has regulation allowing passing neigh-
bour’s biomethane surplus to its TS).

Also, the issue of non-methane-based 
RG usage in gas TS and DS in respect to 
the exploitation of reverse gas flow stations 
should be raised. It should be clarified, can 
these stations, dedicated to the use of meth-
ane-based RG only, in foreseeable future 
facilitate unknown percentage (in case of 
Latvia, up to 2 %) of hydrogen by volume in 
the gas mix. Here only theoretical assump-
tions can be made, i.e., safe percentage of 
hydrogen contents in the methane-based 
fuel should be legally and technically set 
before realization of any reverse gas flow 
station project. It would help ensure the 
longevity of reverse gas flow station equip-
ment in the period of time when designated 
safe percentage of hydrogen would not be 
exceeded in TS and/or DS.
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The aim of the study is to analyse energy consumption for heating in set of the school 
buildings. Data analysis includes three data sets – predictions from energy performance cer-
tificates (EPC), measured data from heat meters and measured climate corrected data. Data 
sets were statistically checked and processed and represented graphically. The actual energy 
consumption differs from the one stated in the EPCs in all cases, which means that schools 
consume on average 15 % more energy than it is stated in the EPC. Overall, the data reveal 
that the actual energy consumption differs from the theoretical consumption, with all schools 
having higher actual consumption than the theoretical values. The differences in the data sets 
are discussed, and possible improvements are suggested taking into account strong relation 
between energy consumption and indoor air quality. 
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1. INTRODUCTION

Importance of the indoor air quality 
(IAQ) and thermal comfort in the educa-
tional buildings cannot be underestimated. 
According to the ASHRAE IAQ, upgrades 
can improve learning outcomes and miti-
gate the risk of transmission of airborne 
pathogens within the educational envi-
ronment [1].  However, every school and 
its HVAC systems are unique and require 

certain efforts of a qualified professional in 
assessing each facility’s unique character-
istics. School buildings are considered to 
be one of the most diverse structures from 
the perspective of energy-efficient design 
and construction [2]. The current study is 
focused on the Latvian secondary educa-
tion buildings with purpose to compare 
predicted energy demand according to the 
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energy performance certificates (EPC), 
actual energy consumption according to 
the heat meter data and actual consumption 
adjusted according to the degree days. It is 
important to discover the reasons of dis-
crepancies between those mentioned data 
sources and provide possible solutions to 
improve data reliability. 

This is important due to several reasons. 
First of all, it is necessary to understand 
whether it is possible to reduce energy con-
sumption without lowering the indoor air 
quality and thermal comfort of the building 
users. Influence of building envelope prop-
erties on the energy efficiency is described 
in studies [3], [4]. The second reason is the 
fact that usually educational buildings are 
operated, maintained and paid or subsidised 
by municipalities or government. Finding 
the proper methods and strategies for the 
reduction of energy demand will provide 
considerable savings in terms of funds 
and primary energy consumption, which 
is beneficial for authorities to reach high 
European and national energy and climate 
targets. For example, in [5] it is stated that 
in Sweden the largest amount of energy is 
consumed in school buildings, i.e., where 
schools form the highest number of public 
properties (30 million m2). In total, schools 
consumed 4 222 GWh of district heating 
and about 3 GWh of electricity for heat-
ing and other purposes in 2020. Correlation 
of energy efficiency and thermal comfort 
based on simulation results is discussed in 
the studies [6]–[9], which show how win-
dow orientation and opening influence 
ventilation efficiency and thermal comfort. 
Many studies have already been performed 
across the world in order to analyse and 
compare energy consumption and conclude 
on further optimization steps [10], [11].

Authors of the study [12] argue that 
the methodology used for the evaluation of 
school buildings can be extended from pub-

lic buildings to a commercial building stock, 
residential buildings and small houses. This 
can provide valuable information, in partic-
ular, for property owners whose buildings 
have been recently renovated or who intend 
to do so in the future. Renovation wave of 
the existing building stock of the European 
Union is spinning off, which means that the 
results of the study will be relevant for dif-
ferent stakeholders related to the building 
operation and management. In Canadian 
northern climate, researchers also conclude 
[13] that newer and renovated building 
consume less energy; however, electricity 
consumption is higher. Researchers from 
Korea [14] show that energy demand in 
school buildings is rising alongside with an 
increase in the use of interactive teaching 
methods, cooling and cooking options. It 
varies a lot between 67–240 [kWh/m2/yr]; 
however, it should be mentioned that there 
is no significant difference in energy con-
sumption per student. 

However, some problems with moisture 
accumulation in the construction and best 
practice examples of retrofitting solutions 
are described in [15]–[18]. The design of the 
ventilation system in retrofitted buildings 
with passive use of solar energy is discussed 
in [19]–[21], showing how to avoid unnec-
essary overheating during summer months. 
While indoor air quality is a very important 
factor, it strongly depends and correlates 
with specific energy demand of the build-
ing. Study [22] reports the indoor air quality 
and overheating levels in eight recently built 
classrooms of two new low-carbon primary 
schools during heating and non-heating sea-
sons. The analyses indicated that most of 
these classrooms had experienced overheat-
ing for more than 40 % of school hours, as 
well as revealing that CO2 concentration 
levels were above the maximum threshold 
of 1000 ppm for more than 60 % of school 
hours in heating and non-heating seasons. 
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Decentralised ventilation units can be 
proposed as a local solution; the efficiency 
of  these units is described in [23], with 
precautions to use it, while delivering very 
poor heat recovery efficiency between 20 % 
and 50 %. The effect of CO2 concentration 
on children’s well-being during the process 
of learning is evaluated in [24].  Addition-
ally, it is important to note that for renovated 
building rooms the concentration of volatile 
organic compounds (VOC) can be a prob-
lem, while any pollution requires additional 
ventilation rates and energy consumption 
for ventilation. The influence of renovation 

and pollution on the energy performance 
and ventilation rates is discussed in [25]–
[27]. The paper [28] analyses a perfor-
mance gap between predicted (calculated) 
and measured (actual) delivered energy 
for space heating in 185 school buildings. 
Considering the abovementioned informa-
tion, it is important to perform evaluation of 
the energy demand in school buildings on 
a national or even a regional level with the 
aim to provide a basis for developing strate-
gies and plans to improve energy efficiency 
both with passive and active methods.

2. METHODOLOGY

An analysis was conducted on the 
energy consumption of 25 public schools 
in Riga. The data used for analysis included 
the following parameters: monthly energy 
consumption from January 2020 to Sep-
tember 2022 for all 20 schools, climate data 
of Riga for the above-mentioned period 
and EPC for 11 schools. The 11 schools 
with EPC provided additional data, includ-
ing information about the school address, 
area, heating system, hot water preparation, 
mechanical ventilation, lighting, cooling 
and additional features. All data sets were 
statistically evaluated and checked. A basic 
survey of the buildings was performed, 
such as visual inspection from the outside.

With this information, it was possible 
to compare three different types of heating 
energy consumption: theoretical (as pro-
vided in the EPC), actual (as provided in 
the monthly energy consumption reports) 
and degree day consumption, which was 
recalculated based on the external tempera-
ture for each year.

Out of 25 buildings, only for 20 of them 
data were fully available and reasonable 
for further evaluation. 20 buildings were 

divided into two groups, where 9 buildings 
were without existing EPC and 11 buildings 
were with EPCs. Thus, it was possible to 
make comparison between predicted EPC 
values and actual consumption data.

For further evaluation, the actual heat 
energy consumption data were processed 
using the following assumptions: all 20 
buildings did not have data on hot water 
consumption, so heat energy consumption 
for the period outside the heating season 
was considered as consumption for domes-
tic hot water (DHW) preparation. Note: 
these are not representative values during 
the summer months (June–August).

For the corrections of the climate influ-
ence the heating degree day (HDD) method 
was used and all heat energy consumption 
values associated only with heating needs 
were corrected by an actual climatic HDD 
factor for corresponding time periods. 
Climate data were obtained from the pub-
lic web database of the official Centre of 
Environmental Geology and Meteorology 
of Latvia. Further data were processed and 
presented graphically.



83

3. RESULTS

Upon comparing the schools without 
EPC (a total of 9), the data demonstrated 
the following trends (summarised in Table 
1): the total heating energy consump-
tion for the 7 schools in Riga varied from 
226.32 MWh in School 1 to 682.48 MWh 

in School 4 in 2021. Overall, there was a 
noticeable pattern of rising energy con-
sumption from 2020 to 2021, as evidenced 
by the decreasing MWh values in most of 
the buildings, which could be attributed to 
2021 being a colder year compared to 2020.

Table 1. Heating Energy Consumption (Schools without EPC)

Heating energy consumption, 
MWh

Heating energy consumption 
(HDD corrected), MWh

School 2020 2021 2022, until 
September 2020 2021 2022, until 

September
School 1 461.33 226.32 127.99 585.18 236.19 142.13
School 4 561.67 682.48 381.69 712.45 712.25 423.85
School 6 509.87 642.56 412.54 646.75 670.59 458.11
School 9 392.85 468.89 281.92 498.31 489.34 313.06
School 10 223.88 313.20 180.18 283.98 326.86 200.08
School 11 269.35 306.62 176.78 341.66 320.00 196.30
School 12 470.65 537.62 316.17 597.00 561.07 351.10
School 18 516.41 565.87 306.05 655.05 590.55 339.85
School 19 480.40 629.24 342.37 609.36 656.69 380.19

For instance, in School 4, the energy 
consumption increased from 561.67 MWh 
in 2020 to 682.48  MWh in 2021. Simi-
larly, in School 6, the energy consumption 
increased from 509.87 MWh in 2020 to 
642.46 MWh in 2021. 

Data from schools with EPC show simi-
lar results. If degree days are included in the 
analysis of energy consumption, it is pos-
sible to see that 2021 is colder than 2020 
(data summarised in Table 2).

Table 2. Heating Energy Consumption (Schools with EPC)

School 

Heating energy consumption, 
MWh

Heating energy consumption 
(HDD corrected), MWh

2020 2021 2022, until 
September 2020 2021 2022, until 

September
School 5 311.23 396.20 218.28 394.78 413.49 242.39
School 7 495.78 593.92 334.27 628.88 619.83 371.20
School 8 549.51 626.11 326.02 697.03 653.42 362.03
School 13 226.49 362.51 212.79 287.29 378.32 236.30
School 14 602.01 710.62 395.34 763.63 741.62 439.01
School 15 433.29 519.87 387.67 549.61 542.55 430.49
School 21 468.52 503.45 330.66 594.29 525.41 367.19
School 22 590.30 760.23 390.97 748.77 793.39 434.16
School 23 544.85 521.32 278.02 691.12 544.06 308.73
School 24 435.58 490.72 344.49 552.52 512.13 382.54
School 25 408.58 485.24 280.60 518.27 506.40 311.59
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Specifically, when considering degree 
days, half of the schools showed higher 
energy consumption in 2020 compared to 
2021. For example, the consumption of 
School 4 in 2020 and 2021 was 561.67 MWh 

and 682.48 MWh, yet with degree days it 
was 712.45 and 712.25 MWh; consumption 
in 2020 increased by 28 % and in 2021 by 
4.5 %. 

4. CONCLUSIONS

From the preliminary analysis of the 
study, it can be concluded that the account-
ing of degree days has a significant impact 
on heat energy consumption. To illustrate 
this point further, schools such as School 8, 
School 14 and others show an increase of 

approximately 27 % in heating consumption 
in 2020. The consumption values changed 
from 549.51 MWh to 697.03 MWh and from 
602.01 MWhto 763.63 MWh, respectively.

The summary of the results is presented 
in Fig. 1.

Fig. 1. Heat energy consumption.

  
Fig. 2. Heat energy consumption adjusted according to HDD.
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Upon examining the graphs, it becomes 
apparent that degree day adjustment helps 
to slightly even out the consumption pat-
terns across the years, enabling a clearer 
view of the actual energy consumption.

Since more data were available for 

schools with EPC, including the area of 
the building and EPC, it facilitated a com-
parison of the heating energy consumption 
stated in the certificates and reports against 
the calculated consumption in kWh/m2. The 
results are presented in Table 3.

Table 3. Heating Energy Consumption for m2 (Schools with EPC)

Heating energy consumption, 
kWh/m2

Heating energy consumption 
(HDD corrected), kWh/m2

School 2020 2021 2022, until 
September 2020 2021 2022, until 

September
School 5 60.53 77.05 42.45 76.78 80.41 47.14
School 7 48.27 57.82 32.54 61.22 60.34 36.14
School 8 54.34 61.91 32.24 68.92 64.61 35.80
School 13 47.90 76.67 45.00 60.76 80.01 49.97
School 14 60.15 71.00 39.50 76.30 74.10 43.86
School 15 42.63 51.15 38.14 54.08 53.38 42.36
School 21 91.56 98.39 64.62 116.15 102.68 71.76
School 22 58.57 75.44 38.80 74.30 78.73 43.08
School 23 52.23 49.97 26.65 66.25 52.15 29.60
School 24 83.36 93.91 65.92 105.74 98.01 73.21
School 25 89.58 106.38 61.52 113.63 111.02 68.31

 
As shown in Table 3, using degree day 

adjustment evens out heating consumption 
and allows seeing the real kWh/m2 con-

sumption regardless the temperature in the 
following year. Table 4 shows energy con-
sumption that was stated in the EPC. 

Table 4. Energy Consumption Data 

School address kWh/m2

School 5 68.79

School 7 53.04

School 8 58.12

School 13 62.28

School 14 65.58

School 15 46.89

School 21 94.98

School 22 67.01

School 23 51.10

School 24 88.63

School 25 97.98

Figure 3 shows the comparison between 
the theoretical and actual HDD corrected 

heat energy consumption.
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Fig. 3. Energy consumption comparison between EPC and actual heating consumption. 

As it can be seen in the graph, the actual 
energy consumption differs from the one 
stated in the certificate in all cases, which 
means that schools consume on average 
15  % more energy than it is stated in the 
EPC. The biggest difference occurred in the 
case of School 23, where actual consump-
tion of energy for heating was 16 % higher 

than the theoretical consumption. 
Overall, the data reveal that the actual 

energy consumption differs from the theo-
retical consumption, with all schools hav-
ing higher actual consumption than the 
theoretical values, while possible reasons 
and solutions will be elaborated in further 
studies.
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Quadrotor unmanned aerial vehicles (UAVs) are small, agile four-rotor systems suitable 
for various applications, from surveillance to disaster support missions. Hence, achieving 
high-precision trajectory tracking is crucial for their successful deployment. This research 
focuses on modelling, parameter identification, and Linear Quadratic Regulator (LQR) control 
design for quadrotors, aiming to enhance their trajectory following capabilities. The quadrotor 
dynamics are a sixth degree-of-freedom (6DOF) equation of motion derived from Newton’s 
second law, encompassing moment of inertia, centre of gravity, weight, and thrust of propeller 
parameters. Experimental measurements are conducted to accurately determine these param-
eters, ensuring a realistic representation of the quadrotor system. Subsequently, a linearized 
model is constructed to provide a suitable plant for control system development. The LQR 
control design is intended to improve the trajectory tracking performance. This control strat-
egy is validated through simulation and practical experiments, demonstrating its effectiveness 
in achieving high-precision trajectory following capabilites. The proposed approach demon-
strates that LQR control effectively guides the quadrotor to resemble a predefined trajectory, 
experiencing only 3 % overshoot observed during the initial phase of flight.

Keywords: Control, LQR, modelling, parameter estimation, quadrotor, unmanned aerial 
vehicles (UAVs).
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1. INTRODUCTION

Autonomous unmanned aerial vehicles 
(UAVs), particularly quadrotors, have gar-
nered significant interest due to their ver-
satility and wide-ranging applications. 
Quadrotors are agile, four-rotor systems 
with VTOL capabilities, making them suit-
able for tasks such as surveillance, remote 
inspection, disaster management [1], and 
defense missions. Precise control is essen-
tial for quadrotors, given their waypoint and 
trajectory following missions [2].

Linear Quadratic Regulator (LQR) 
control methods have gained prominence 
in quadrotor control system design. Previ-
ous research [3] focused on LQR controller 
design for quadrotor helicopters and perfor-
mance analysis. Another study [4] used a 
modified LQR approach to tune a PID con-
troller’s parameters based on experimental 
model parameter values. This modification 
introduced feedback considering the track-
ing error between the state vector and a ref-
erence state vector.

Furthermore, LQR has been employed 
to minimize steady-state errors and over-
shoot in waypoint following for flying wing 
UAVs [5]. Comparisons between LQR and 
other control methods, such as PID, PD, 
model predictive control (MPC), feedback 
linearization (FL), and sliding mode control 
(SMC), have been explored in various stud-
ies [6]–[10], often focusing on position and 
attitude control. These comparisons have 
provided insights into the effectiveness of 
different control strategies, including fuzzy 
logic and model reference adaptive PID 
controllers (MRAC) based on the MIT rule.

This paper explores quadrotor model-
ling and control design for precise trajectory 
following, employing LQR methodology. 
The model is developed to exhibit quadro-
tor dynamics, validated using flight test data 
and augmented with parameter estimation 
to enhance the precision of quadrotor UAVs 
in trajectory tracking. 

2. PARAMETER ESTIMATION

The experimental measurement of 
quadrotor components must be conducted 

to estimate the right parameters and govern 
the dynamic equations.

2.1.  Quadrotor Configuration

Quadrotor configuration can be depicted 
from Fig. 1 and Table 1.

Table 1. Quadrotor Specifications

Parameter Value Unit Parameter Value Unit

Height 9.5 cm Payload Capacity 0.15 kg

Length 38 m Arm length 0.19 m

Mass 0.5 kg COG position 0.05 m

Blade Span 10 cm Number of blades 2
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Fig. 1. Quadrotor UAV.

The modelling of quadrotor follows 
necessary assumption, i.e., the quadro-
tor structure is supposed to be rigid and 
symmetrical, centre of gravity coincides 
with the body-fixed frame, and there is no 

mechanical and electrical characteristics 
difference between each brushless-motor, 
and also the quadrotor inflow is steady and 
uniform.

2.2. Moment of Inertia

To derive the moment and products of 
inertia for a small quadrotor, two methods 
are available: experimental measurement 
and theoretical calculation. While experi-
ments yield real quadrotor values and are 
more accurate, they can be complex and 

costly for full-scale quadrotors. As a prac-
tical alternative, theoretical calculation is 
preferred. This approach involves model-
ling the quadrotor as cuboids and applying 
the parallel axis theorem [11]–[13], as illus-
trated in Fig. 2:

 (1)

 (2)

 (3)

where M is the total mass of battery, quadrotor frame (at length l), and payload systems. 
Variable m denotes summation mass of quadrotor frame (from length l to L) and individual 
motor system. The dimensions of masses and lengths are presented in Table 2.
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Fig. 2. Free body diagram simplified quadrotor model for inertia moment estimation.

Table 2. Masses and Lengths of Quadrotor

Parameter
masses Value Unit Parameter

length Value Unit

Motor BLDC+Blade+Speed controller 4 x 0.047 kg a 0.075 m

Battery system 0.1 kg b 0.07 m

Payload (Sensor+Accuisition Board) 0.05 kg c 0.07 m

Frame 1.70 kg
l 0.06 m

L 0.019 m

By using the parallel axis theorem 
approach, we obtain the inertial moment 

values as shown in Table 3.

Table 3. Moment of Inertial Values Using Theoretical Approach

Parameter Value Unit

Ixx 4.82 x 10-3 kg.m2

Iyy 4.82 x 10-3 kg.m2

Izz 8.77 x 10-3 kg.m2

2.3. Rotary Wing Motor

The quadrotor’s electric propulsion sys-
tem, consisting of a propeller, BLDC motor, 
and electronic speed controller, is essential 
for its control. Unlike manned aerial vehi-
cles controlled by a joystick pilot, quadro-
tors receive angular propeller motion (RPM) 
in unmanned systems.  Therefore, it is cru-
cial to create a rotor model that accurately 

relates joystick inputs to motor dynamics.
To develop the motor model, experi-

ments are conducted, collecting data from 
joystick command inputs and correlating 
them with propeller speed responses. These 
data enhance the accuracy of rotor simula-
tions. Figure 3 outlines the experimental 
setup for the motor model development.
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Fig. 3. Experimental process for motor identification.

Experiments are conducted to collect 
the data for roll and pitch dynamics; thus, 
rotor identification can be developed and 

validated consecutively. Figure 4 shows 
joystick input inserted to the BLDC motor 
for roll dynamics.

Fig. 4. Joystick inputs for roll dynamics.

The collective command   to be 
set to a constant value and the lateral com-
mand  are sent to change the dynamic in 
rolling motion. Meanwhile, the other com-
mands (  and ) are idle. The motor 

responses can then be acquired and com-
pared to the validation results. Figures 5 
and 6 depict the front side and right side of 
BLDC motor responses for roll dynamics.

Fig. 5. Front side of the motor responses for roll dynamics.
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Figures 5 and 6 show that both the front 
and right side of the motor responses of the 

quadrotor resemble the experiment data.

Fig. 6. Right side of the motor responses for roll dynamics.

The motor dynamics model closely 
approximates real motor behaviour with 
minimal error, accurately representing the 
rotor system. The left and right motors 
exhibit similar responses, though in oppo-
site directions, due to the symmetrical con-
figuration of all motors. 

The same behaviour of the rotor sys-
tem is obtained for pitch dynamic. Param-
eter identification of pitch dynamic for the 
rotor model requires  to be set to a 
constant value, and the longitudinal com-
mand   is sent to change of the motion. 
The other commands (  and ) remain 
idle. In pitch dynamic, the right and left sides 

of BLDC responses are similar to front side 
motor in roll dynamics as shown in Fig. 5. 
They maintain their speeds together to pro-
duce enough thrust for pitch motion. Mean-
while, the dynamics of the front and rear sides 
of the motor angular speeds in pitch dynam-
ics cause the change in pitch motion. Due to 
the symmetrical configuration, the front and 
rear motors exhibit similar responses as in 
Fig. 6, though in opposite directions between 
right and left sides. The rotor dynamic mod-
els resemble real motors in experiments with 
small errors. Hence, this rotor model is pre-
cise enough to represent the real rotor system 
in lateral and longitudinal modes.

3. QUADROTOR MODELLING

3.1. Quadrotor Dynamics

The nonlinear behaviour of quadrotor 
can be represented by 6DOF equation of 
motions. The equation of motion for a small 
quadrotor with respect to earth coordinate 

system is presented in this section.
For translational motion, the EOM is 

shown as Eq. (4) to Eq. (6):

 (4)
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 (5)

 (6)

While rotational EoM is shown as Eq. (7) to Eq. (9):

 (7)

 (8)

 (9)

where

 (10)

 (11)

 (12)

 (13)

 (14)

 (15)

 (16)

 (17)

Quadrotor is equipped with four fixed-
rotors consisting of a brushless DC motor 
and propellers. This rotor system can be 

described using well-known equations 
[14]:

 (18)

 (19)

Second order motor dynamics can be 
derived by assuming the used motor is small 

enough; thus. it has a very low inductance

 (20)
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3.2. Linearized Model

Linearization is employed to obtain 
a linear model that approximates the 
quadrotor behaviour around trim condi-
tion, refers to a specific set of operating 
conditions. Linearization is performed 
using Taylor series expansion or Jaco-
bian matrices to approximate the nonlin-
ear equations as a set of linear equations 
that describe small perturbations from 
the chosen operating point. These linear 
models approximate how the quadrotor’s 
state variables such as position, attitude, 
and velocity evolve in response to con-
trol inputs when the system is close to the 
trim condition.

A trimmed flight condition is defined 
as a state where the system is in balanced, 
steady-state with no rate of change and 
the resultant forces and moments are zero 
[15]:

 (21)

where  is an equilibrium value of state 
vector and  is a control vector in an equi-
librium flight condition. The small pertur-

bation is implemented to the trim condi-
tion; thus, the total state of each motion 
variable is equal to the sum of a steady 
state (equilibrium flight due to trimmed 
condition before) quantity and a perturbed 
state quantity [16]. The linearized model 
of a quadrotor can be written in the state 
space form as follows: 

 (22)

where x(t ) is a state variable, u(t ) is con-
trol variable, A and B are system matrix and 
matrix input.

In terms of quadrotor dynamics, we can 
describe a state variable as follows:

 (23)

Control variable is described as follows:

 (24)

Matrix A and B are shown in the follow-
ing form:

 (25)
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 (26)

In this research, the quadrotor is linear-
ized in two modes: hover flight and forward 
flight. The operating point used for lineariza-
tion in hover condition is set for translation 
rates and angular rates close to zero, hence: 

While in forward flight, the operating 
point used is in cruise condition: 

A comparison of linear and nonlinear 
models is presented in Fig. 7.

Fig. 7. Linear model validation: (a) roll angle, (b) roll rate, (c) pitch angle, (d) pitch rate.

The blue line on the graph denotes lin-
ear model responses, while the red line sig-
nifies nonlinear model responses. The linear 
model of the quadrotor resembles the non-

linear model; hence, the linear model can 
represent the nonlinear model to be utilized 
for optimal control system design.

3.3. Stability Augmentation System (SAS) Model

The quadrotor is inherently unstable due 
to nonlinear behaviour, cross-coupling in 

dynamics, and lightweight, so it is sensitive 
to external disturbances. The engineers then 
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come up with particular controls to solve 
this unstable performance. They develop a 
control system to maintain the quadrotor 
vehicle having angular attitudes that tend to 
zero in hover condition. This control algo-
rithm tries to keep rotational motion such 
as roll, pitch, and yaw in very small angles 

 and its angular rate in zero 
rate of changes . Using this 
kind of control system, the quadrotor atti-
tude will be stable, so the hovering flight 

can be obtained without paying excessive 
attention. Moreover, it is also robust for any 
small disturbances, such as wind inside the 
room and noise at the joystick command. 
The successful controller, which guarantees 
the small quadrotor can be flown in stable 
condition, is commonly known as Stability 
Augmentation System (SAS Controller). 

The SAS controller used on this quadro-
tor vehicle follows the equation below:

 (27)

where  denotes an input for quadrotor motor (%),  is attitude errors (rad),  is 
rate gyro errors (rad/s),  is a proportional gain for rate attitude, , , and  are PID gain 
for integral, proportional, and differential, respectively.	

Equation above is combined with the 
signal from joystick to give command input 
for quadrotor motions. Unless for throttle 

deflection, the other command inputs will 
be augmented by SAS as the following 
equation:

 (28)

4. LQR DESIGN

4.1. Linear Quadratic Regulator (LQR)

Given the system dynamics equation,

 (29)

The LQR method finds the optimal 
control decision by considering the system 
states and control input. The optimal con-
troller is obtained by using the state feed-
back gain  that minimizes a quadratic cost 
function.

 (30)

The weighting matrix Q determines 

which states will be controlled more tightly 
than others. Weighting matrix R weights 
the control input movement that needs to 
be applied depending on how large the state 
deviates. Then, the optimal gain matrix 
K can be acquired using the following 
equation: 

 (31)

where P is obtained by solving algebraic 
Riccati equation (ARE) as:

 (32)
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4.2. Trajectory Tracking Control

The LQR method can be utilised for 
designing trajectory following control, 
which is a tracking problem control. The 
principle of this tracking problem is to com-
pare the output y(t) to a reference r(t) and 
expected to follow the given reference [17]. 
LQR will minimize the error between the 
output and the given reference.

 (33)

Conducting the time derivative of the 
equation yields

 (34)

Setting the reference as a constant, the 
equation is simplified as:

 (35)

Trajectory following controller design 
takes the following expression: 

 (36)

where  is an arbitrary positive constant 
representing the weight of the tracking per-
formance in the cost function. The tracking 
error matrix  can be written in matrix 
form as:

 (37)

where x, y, and z are the positions of the 
vehicle in the body axis frame. Derivation 
of the equation above can be written as:

 (38)

Comparing with the state variable of 
state space system , 
the equation above can be formed to be

 (39)

Due to error state vectors appearing, the 
state space system of the quadrotor model 
must be adjusted in order to accommodate 
the trajectory following mission as below:

 (40)

where subscript “adj” denotes the adjusted 
variable that will be included in the exist-
ing state space model of the quadrotor. The 
adjusted matrices are defined as:

 (41)

 (42)

 (43)

where n is the amount of state vector in the 
state space model. The quadratic cost func-
tion then can be written as the following 
expression:

 (44)

5. SIMULATION RESULT

This section explains model validation 
and control simulation results. The valida-
tion prioritizes comparisons between non-
linear models and flight test data, as well as 

SAS model. This validation assures that the 
linear model obtained from the nonlinear 
model is correct, allowing for precise con-
trol design.
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5.1. Nonlinear Model Validation

The nonlinear model, as the full quadro-
tor model, is validated using experimental 
data generated from flight tests. The flight 
test has to record proper input and output 
data. The inputs are Joystick inputs, and the 
outputs are the behaviours of the quadrotor, 
which are measured by various sensors.

 (45)

 (46)

where the command inputs consist of the 
throttle input throttleδ , the lateral input latδ , 
the longitudinal input lonδ , and the heading 
input headingδ . The variable outputs consist 
of angular motions ( )ψθϕ   from IMU, 
angular rates ( )ψθϕ    from rate-gyro, 
and altitude (h) from ultrasonic sensor. 

Table 4. Flight Condition for Validation

Flight parameters Trim condition Flight parameters Trim condition

Roll,  (rad) 1.77E-4 X – position, x (m) 0

Roll rate,  (rad/s) 0.004 X – velocity, u (m/s) -0.015

Pitch,  (rad) 0.001 Y – position, y (m) 0

Pitch rate,  (rad/s) 0.003 Y – velocity, v (m/s) 0

Yaw,  (rad) 3.398 Z – position, z (m) 0

Yaw rate,  (rad/s) -0.003 Z – velocity, w (m/s) 0

Nonlinear model simulation and flight 
test simulation validation are conducted in 
the hover condition. Therefore, the inner-
loop controller is set to keep the attitude 

dynamics of the quadrotor relatively stable 
and maintain the altitude. The flight condi-
tions used for the quadrotor model simula-
tion are shown in Table 4.

Fig. 8. Nonlinear model validation compared to flight test data for pitch dynamic.
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Fig. 9. Nonlinear model validation compared to flight test data for roll dynamic.

Quadrotor model validation compared to 
flight test responses are presented in Fig. 8 for 
longitudinal mode, and Fig. 9 for lateral mode. 

Figures 8 to 9 depict that the responses 

of the quadrotor model resemble the flight 
test for pitch rate and roll rate. The responses 
of the model for pitch and roll are disparate 
from the flight test.

5.2. Trajectory Following Control Simulation

This control design uses LQR approach 
since this method is capable of reducing the 
quadrotor response settling time and over-
shoot percentage. The weighting matrices R 
and Q are set as uniform diagonal matrices 
with different values. Table 5 shows various 
LQR configurations. 

Based on Table 5, configuration No. 3 is 
chosen because it is optimal for the quadro-

tor, considering the settling time and over-
shoot percentage. The result of the seventh 
configuration is presented in Fig. 10 for 
translational motion and Fig. 11 for rota-
tional motion. Figures 10 and 11 depict that 
the LQR manages to converge the output 
states to 0. The trajectory following control 
is presented in Fig. 12 (a) for the circular 
path and Fig. 12 (b) for the spiral path.

Table 5. Various LQR Configurations

No. Q R Settling time ts  (second) W overshoot
Translation Rotation

1. 10 1 250 >1000 180 %
2. 1000 1 173 550 5 %
3. 100 0.01 150 7 2.5 %

                        
Fig. 10. Translational motion result 
of the seventh LQR configuration.

Fig. 11. Rotational motion result 
of the seventh LQR configuration.
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Fig. 12. Trajectory following simulation of quadrotor (a) circular path and (b) spiral path.

Figure 12 shows that the model can 
resemble the trajectory command given. 
There is a deviation at the beginning of the 
simulation, but it is tolerable since it is only 
3  %. Deviation occurs because the model 

has a long settling time to recover steady 
state. The velocity and position profiles 
are presented in Fig. 13 as the supporting 
details of whether the deviation happens. 

Fig. 13. Simulation result of trajectory following for (a) velocity profile of circular path; (b) velocity profile of 
spiral path; (c) position profile of circular path and (d) position profile of the spiral path.
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Figure 13 depicts that deviation in sim-
ulation results occurs because the model 
requires time to resemble the command 
given. For instance, in Fig. 13 (a), the u and 
w responses oscillate for seconds before 
resembling the command given. For the 
spiral trajectory command in Fig.  13  (b) 

and (d), all of the velocity and position 
profiles differ from the command given at 
the beginning of the simulation. Control 
input response must be examined to ensure 
whether the configuration can be applied 
in the actual model. Figure 14 presents the 
control input response of the model.

Fig. 14. Control input response of (a) circular path and (b) spiral path.

Based on Fig. 14, the response of all 
control inputs for both circular and spiral 
trajectories are within the limit of input 

capability. Therefore, the control system 
can be used in the actual model.

6. CONCLUSION

The quadrotor model has been con-
structed and integrated with parameter esti-
mation to improve model accuracy. The 
nonlinear quadrotor model has undergone 
validation through flight tests, demonstrat-
ing behaviour similar to that of a quadrotor. 
A linear quadrotor model has been derived 
through linearization, closely resembling 
the nonlinear model. 

An LQR control system has been 
designed to complement the existing sta-
bility augmentation system for trajec-
tory following. This LQR approach has 

enhanced quadrotor flight performance by 
closely aligning with trajectory references, 
with only minor deviations observed at the 
beginning of the simulation. 

The simulation results indicate that 
precise trajectory following control can be 
achieved using reasonable command inputs. 
This outcome undergoes the research con-
tribution to advancing quadrotor control 
and highlights its practical relevance for 
applications requiring precise autonomous 
navigation.
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