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The article is devoted to the study of the mechanism of nanopore formation in the junc-
tions of polycrystal grains under the plastic deformation of a polycrystal due to the conserva-
tive sliding of lattice dislocations. A mechanism for the formation of a stress concentrator at 
the junction of the polycrystal grain boundaries is proposed. The possibility of relaxation of the 
stress state due to the formation of a junction nanopore is considered in the paper. 

Keywords: Dislocation, grain boundaries, junction, nanopores, polycrystal, stress con-
centrators.

1. INTRODUCTION

Porous semiconductors have been 
attracting the attention of researchers for 
more than half a century [1], [2]. They are 
widely used as: materials for solar panels 
[3], [4], sensors [5], [6], supercapacitors 
[7], [8]. Recently, interest in such semi-
conductors has increased due to the pros-
pect of applying a porous layer as a buffer 
for growing thin films on a single-crystal 
substrate [9], [10]. Such a layer serves as 
a “soft cushion”, allowing to reduce the 

stresses resulting from the inconsistency of 
the crystal lattices [11]. Porous layers are 
grown on the surface of single-crystal sili-
con [12], [13]. Thus, it was shown that the 
electrochemical treatment of single-crystal 
silicon in a solution of hydrofluoric acid 
makes it possible to form an array of cylin-
drical mutually parallel pores [14]. Often, 
A3B5 group semiconductors (InP, GaAs, 
GaP) serve as the basis for creating nano-
porous layers [15]–[17]. The study [18] 
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presents a mechanism for the formation of 
domain pores on the surface of indium phos-
phide as a result of anode etching of a semi-
conductor. It is exhibited that the sliding of 
the pores can be caused by the crystal-lattice 
orientation of the surface. The authors of the 
work [19] have demonstrated the possibility 
of obtaining a developed porous morphol-
ogy on InP p-type by vapour-phase etching 
with two halogen acids (HF and HCl). As a 
result, it was found that halogen acid vapours 
(especially HCl) affect the thermal proper-
ties of the semiconductor. In the research 
[20], the correlations between the current 
density of the semiconductors anodizing 
and the morphological characteristics of the 
formed nanostructures were investigated. It 
was concluded that various semiconductors 
under the same conditions of electrochemi-
cal processing demonstrated different pore 
formation abilities. For the formation of 
such porous surfaces, as a rule, high-qual-
ity single-crystalline material is used [21], 
[22]. Among the most common methods for 
forming porous layers are electrochemical 
etching [23], photoelectrochemical etching 
[24], and photolithography [25]. All these 
methods are aimed at artificially creating 
pores in a homogeneous material [26]. Such 
modified surfaces and volumes acquire a 
number of non-standard properties distin-
guishing porous layers from their crystalline 
counterparts. First, there is a fundamental 
increase in the effective surface area, which 
can be successfully used in photovoltaics 
(PV) [27]. Secondly, there is a change in the 

indexes of reflection and absorption of light, 
which has found its application in photovol-
taic energy converters [28]. In addition, the 
fact of reducing the mass of the crystalline 
material is interesting and may contribute to 
the creation of lightweight crystals [29]. In 
addition to these features, it is also necessary 
to acknowledge the reduction of internal 
stresses of the material due to the release of 
dislocations through an open pore [30], [31]. 

Apart from the artificial introduction of 
pores into a crystalline material, a spontane-
ous pore formation may take place [32], [33]. 
In particular, pores can form at the junctions 
of polycrystal grains [34], [35]. This sphere 
of study is quite interesting from the point of 
view of using cheaper analogues of porous 
single crystals. It is commonly known that 
growing a single crystal with subsequent sur-
face modification is a very high-tech technol-
ogy requiring huge resources, modern equip-
ment and high costs [36]. Polycrystalline 
materials are much easier to grow [37]. To 
optimize the mechanical properties of alloys, 
grain size and texture are often manipulated 
by thermomechanical processing, including 
deformation and annealing [38]. The ques-
tion of the mechanisms of pore self-organi-
zation in the volume of such semiconduc-
tors, their concentration and size remains not 
fully resolved. The proposed study focuses 
on modelling the process of the appearance 
of the pores in places of stress concentra-
tion at the junctions of the polycrystal grain 
boundaries.

2. PROBLEM STATEMENT

The main feature of the polycrystal 
structure in comparison with single crystals 
and amorphous solids is the presence of two-
dimensional defects, namely, grain bound-
aries. Grain boundaries are the surfaces on 

which the differences in the orientation of 
the crystal planes of adjacent single-crystal 
grains of polycrystals are matched. In most 
polycrystalline structures, excluding “bam-
boo” polycrystals, grain boundaries intersect 
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to form triple junctions (TJs).  TJs are linear 
defects along which the differences of the 
grain boundaries are consistent.

This alignment occurs mainly due to 
local transformations or violations of the 
ideal crystal structure and the redistribu-
tion of such dynamic defects as vacancies 
and dislocations under the influence of vari-
ous external factors (temperature gradients, 
force fields, mechanical loads).

One of the most important consequences 
of the matching processes occurring at the 
grain boundaries and junctions is the forma-
tion of stress concentrators of various types. 
Among them, we can distinguish concentra-
tors of a diffusive, dislocation, and discli-
nation nature [39], [40]. A dislocation-type 
concentrator is a dislocation that takes place 
at the junction of grain boundaries. The junc-
tion dislocation is an analogue of the lattice 
dislocation, but it is considered not as a part 
of the crystal lattice of an individual grain, 
but in conditional (virtual) constructs: the 
lattice of grain boundary shifts, the com-
plete lattice of overlaps, and the lattice of 
coincident nodes of crystal grains forming 
the junction [41], [42]. Such concentrators 
play a defining role in the further evolu-
tion of the polycrystal, being responsible for 
local accommodation processes. In the junc-
tions of the grain boundaries, the processes 
of plastic deformation of polycrystals are 
coordinated. If it is impossible to relax the 
dislocation-type junction stress concentrator, 
the plastic deformation process slows down 
or undergoes qualitative changes. The relax-
ation of the junction concentrator can be car-
ried out due to local accommodation in the 
near-junction region of the polycrystal, or 
due to the pore formation. 

A dislocation-type concentrator, as a 
rule, occurs in junctions formed by special 
grain boundaries as a result of the interaction 
of dislocations entering the junction along 
the grain boundaries. 

Fig. 1. A model of a junction dislocation with the 
Burgers vector 1,2 1,3 3,2B B B B= + +

   
, formed as a 

result of matching grain boundary shifts 
1,2 1,3 3,2; ;B B B
  

 - Burgers vectors of grain boundary 
dislocations.

The operating conditions of polycrystal-
line materials imply the inevitable occur-
rence of internal stresses, both due to purely 
mechanical loading and as a result of the 
influence of temperature gradients and exter-
nal force fields. Let us consider the most 
basic case of mechanical loading, which, in 
general, does not limit the comprehensive-
ness of the result.

 If an external mechanical load is applied 
to a polycrystal, ensuring that the Peierls bar-
rier is overcome by lattice dislocations (LD), 
then a conservative movement (sliding) of 
dislocations becomes possible in the grain 
volume. Obviously, this sliding is limited by 
the volume of the grain itself and stops at its 
boundaries. 

Fig. 2. Formation of a cluster of parallel dislocations 
inhibited by the boundary of polycrystal grains in the 

sliding plane.
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The lattice dislocation slows down before 
the grain boundaries and stops moving. 
However, there might be several LD in this 
sliding plane meaning that there is a Frank-
Reed type dislocation source. It is a segment 
of the dislocation line, the ends of which are 
fixed to any obstacles to the conservative 
sliding of the dislocation, for example, inclu-
sions, complexes of point defects, a grid of 
dislocations, pores. Under the influence of an 
external force, the segment continues to slide 
conservatively, remaining fixed at the ends. 
As a result, dislocation loops are formed. 
The peculiarity of the Frank-Reed source is 
that it is not disposable – after the formation 
of a loop, it restores its original form and is 
triggered again. A cluster of identical dislo-
cations (with the same Burgers vectors and 
the same line directions) is formed in front 
of the grain boundaries (GB). These disloca-
tions repel each other in the sliding plane. In 
the equilibrium distribution (stationary posi-
tion) they are held by an external mechanical 
load. 

The parameters of the equilibrium dis-
tribution of dislocations in the continuum 
approximation depend on the Burgers vec-
tor of dislocations, the elastic modules 
of the sample, and are determined by the 
dependencies [44]:

0 1
( )

D
s χ

ρ χ
π χ

−
=

; 0

2BDl
s

=   ,                                 (1)

where ( )ρ χ  – the linear dislocation den-
sity ( )dρ χ χ  is the sum of the Burgers 
vectors of dislocations that fall on the linear 
differential spatial interval dχ ;

0s – a flat uniform field of mechanical 
stresses of external origin caused by an 
external force (displacement, compression, 
tension) applied to the outer surface of a 
polycrystal;

l – the length of the interval of arrangement 
of clusters of lattice dislocations;
χ – the distance from the grain boundary in 
the plane of conservative dislocation plane;
B – the sum of the Burgers vectors of all 
dislocations in the cluster;

2 (1 )
D µ

π ν
=

−
– an index implemented for 

the convenience of writing formulas;
μ – the displacement modulus of the sample 
material;
ν – Poisson’s ratio of the sample material.

In this case, before the dislocation, 
which has gone into the grain bound-
ary, mechanical stresses are concentrated 
according to the law: 

( ) 0
ls χ s
χ

= .                                         (2)

Given that the distance to the next dis-
location is equal to the width of the grain 
boundary χ δ= , and using (1) and (2), it 
becomes possible to estimate the stress con-
centration directly beyond the grain bound-
ary: 

( )
1
2

02 BDs δ s
δ

 =  
 

 ,                                (3)                                            

where δ – the width of the grain boundary. 

The displacement modulus µ, (respec-
tively, and the index D) far exceed the 
value of their own mechanical load ϭ0. The 
total Burgers vector of cluster B is at least 
equal to the width of the grain boundary δ. 
Accordingly, the stress concentration (3) 
will be sufficient for the dislocation shift to 
pass through the boundary into the adjacent 
grain. In this case, a dislocation of the ori-
entation mismatch (DOM) is formed at the 
grain boundary (Fig. 3).  
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Fig. 3. The scheme of the lattice dislocation passing 
through the grain boundary with the formation of an 

orientation mismatch dislocation. 

The Burgers vector is determined based 
on the condition of preserving the total 
Burgers vector in dislocation reactions:

                                          (4)

where 1b


– the Burgers vector of the LD in 
the first grain (before passing through the 
grain boundary);

2b


– the Burgers vector of the LD in the sec-
ond grain (after passing through the grain 
boundary);

b∆


– the Burgers vector at the dislocation of 
the orientation mismatch.

It can be concluded that the concentra-
tion of stresses from the accumulation of 
parallel lattice dislocations, inhibited by 
the boundary of adjacent grains in the slid-
ing plane, is able to ensure the propagation 
of the dislocation shift from one grain of a 
polycrystal to the adjacent one. In this case, 
the sliding planes of dislocations in adja-
cent grains should not be parallel. Matching 
the transition of the lattice dislocation from 
one sliding plane to another leads to the for-
mation of a grain-boundary dislocation of 
the orientation mismatch. 

3. MECHANISM OF PORE FORMATION IN THIN POLYCRYSTALS

Consider a situation where the structure 
of the grain boundary is ordered. Also, let us 
assume that the movement of the disloca-
tion of the orientation mismatch in the grain 
boundary plane occurs mainly due to sliding. 
The assumption seems reasonable due to 
the fact that the propagation of the disloca-
tion shift into the adjacent grain will prefer-
ably occur through such a grain boundary, 
where the rapid departure of the dislocation 
of the orientation mismatch from the place 

of agreement of the dislocation shifts will 
ensure a decrease in the stress concentration.

For a fine-grained polycrystal with a 
“parquet” structure, the grain boundary can 
be considered flat. Figure 4 allows determin-
ing the directions of the sliding planes in 
adjacent grains, which provide the possibil-
ity of conservative sliding of the dislocation 
of the orientation mismatch. In this case, the 
dislocation line and its Burgers vector lie in 
the grain boundary plane.

Fig. 4. Scheme for calculating the Burgers vector at dislocation of the orientation mismatch b∆


: 1n


– unit 
normal to the grain surface 1; 2n


– unit normal to the grain surface 2; α1 – the angle between the vectors 1b


and

1n


; α1 – the angle between the vectors 2b


and 2n


; β – the angle between the vectors 1b


and 2b


і.



8

Respectively, in Fig. 4, the angle 
between the Burgers vectors of dislocations 

in the first and second grain is equal to: 

 (5)

where β – the angle between the vectors 1b


and 2b


;
1α  – the angle between the vectors 1b


 and the unit normal to the grain boundary 1;

2α  – the angle between the vectors 2b


and the unit normal to the grain boundary 2.

It should be taken into account that the 
normal has an external direction in relation 
to the grain volume. It also follows from 
Fig. 4 that the Burgers vector at dislocation 
of the orientation mismatch lies in the plane 

of the grain boundary if the angle between it 
and the Burgers vector LD of the first grain 
is equal to ( )12 aπ −  or ( )12 aπ + . This 
condition is met if:

1
1

1
1

2

cos( ) sin2cos( , )
sincos( )

2

b b

π α α
π αα

∧

 − ∆ = = − +


, (6)

                                                             

2 1 2 1

2 1 2 1

cos( ( )) cos( )
cos

cos( ( )) cos( )
π α α α α

β
π α α α α
− − = − −

=  − + = − +
, (7)                                            

1
2 2 2
1 2 1 2( 2 cos )b b b b b β∆ = + − . (8)                                                        

The obtained relations (9) are geometric 
criteria. When one of them is met, the dislo-
cation of the orientation mismatch line and 
its Burgers vector lie in the grain boundary 
plane. Such placement will provide the pos-
sibility of conservative sliding of the dis-
location of the orientation mismatch in the 
plane of the grain boundary.

A more detailed analysis of the condi-
tions (9) is quite complex. It requires a rig-
orous description of the crystal structure, 
along with the use of statistical and proba-
bilistic approaches. However, for a general 

understanding of the process of matching 
dislocation shifts in the grain boundary, it 
is sufficient for each specific set of values 
of the Burgers vectors and angles to check 
whether at least one of these equalities is 
true or not.  

As an example of the application of 
the obtained conditions, we can consider 
the simplest case when the modules of the 
Burgers vectors of both lattice dislocations 
and dislocation of the orientation mismatch 
coincide. This means that the triangle in 
Fig. 2 will be equilateral. Then, according 



9

to (7), either the sum or the difference α1 
and α2 must be equal to 2π/3. 

Thus, if the dislocation reaction (4) sat-
isfies one of the equalities (9), a dislocation 
of the orientation mismatch is formed at the 
grain boundary, which is capable of conser-
vative movement along the grain boundary.

The dislocation reaction (4), the pas-
sage of the LD through the grain bound-
ary, and the formation of the dislocation of 
the orientation mismatch occur due to the 
concentration of stresses from the accumu-
lation of parallel LD, inhibited in the same 
sliding plane in front of the grain boundary. 
The source that supplies the dislocations for 
the cluster continues to operate. As a result, 
the level of stress concentration in the head 
of the cluster is restored. The dislocation 
that has passed the grain boundary moves 

away from it deeper into the volume, and 
the dislocation of the orientation mismatch 
moves away from the place of its formation 
along the grain boundary at their junction.

The dislocation reaction (4) is repeated 
periodically, and a “torch” of the LD is 
formed in the adjacent grain, which spreads 
from the grain boundary. Inside the grain 
boundary itself, a cluster of dislocation of 
the orientation mismatch is formed, the 
movement of which is limited by the triple 
junction (TJ) of the grain boundary.

The triple junction of the grain bound-
aries of polycrystals is formed as a result 
of the intersection of three-grain boundary 
planes along a specific linear defect - the TJ 
grain boundary channel. Schematically, the 
TJ is shown in Fig. 5.

    

                                                                  a)                                                b)

Fig. 5. Schematic representation of the triple junction of grain boundaries: a) a spatial view for the case of a 
“parquet” polycrystal; b) a top view; 12ϕ  13ϕ 23ϕ  angles between the grain boundary planes. 

When the conditions (8) are met, dislo-
cation of the orientation mismatch appears 
in the boundaries that form the junction. 
They can move conservatively along the 
grain boundary planes. When they reach the 
TJ, dislocation of the orientation mismatch 
interacts and forms a junction dislocation. 
This junction dislocation becomes a stress 
concentrator as the dislocation of the ori-
entation mismatch accumulates at the grain 
boundaries.

It is possible that the Burgers vectors do 
not correspond to the condition:

1 2 3 0b b b∆ + ∆ + ∆ = ,                                                       (9)

where 1b∆


2b∆


3b∆


 - the Burgers vectors 
of dislocation of the orientation mismatch 
are located in the boundaries 1, 2, 3, respec-
tively.

The vector condition (10) can be writ-
ten as two scalar conditions (Fig. 3b):
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1 2 12 3 13cos cos 0b b bϕ ϕ±∆ ± ∆ ± ∆ = ; 2 12 3 13sin ( sin ) 0b bϕ ϕ±∆ − ±∆ = .	  (10)                   

The “+” sign before the module of the 
Burgers vector is selected if this vector 
is directed to the junction; the “–” sign is 
selected if the Burgers vector of dislocation 
of the orientation mismatch is directed from 
the junction.

Junctions that simultaneously meet 
the conditions (8) and (9) or (10) manifest 
themselves as effective dislocation of the 
orientation mismatch drains. Stress con-
centrators do not form in them. Junctions 
of this type could play a special role in the 
processes of plastic deformation of poly-
crystals, and a polycrystal with an increased 
density of junction drains for the disloca-
tion of the orientation mismatch should 
have plastic properties that differ from the 
average ones. However, in a natural poly-
crystal, the relative amount of dislocation of 
the orientation mismatch of junction drains 
will be negligible.

From the most general considerations, 
based on Newton’s third law, it can be 
understood that the maximum level of 

stress concentration in the junction concen-
trator cannot exceed the maximum level of 
concentration in the head of the disloca-
tion cluster, which is inhibited by the grain 
boundary. When the stress concentration 
levels in the junction and the head of the 
dislocation cluster are equalized, the pro-
cess of dislocation shift passing from grain 
to grain will stop. The resumption of this 
process will be possible only after the relax-
ation of the junction stress concentrator.

The relaxation of the junction concen-
trator can be carried out due to various 
mechanisms of local plastic deformation, 
such as: formation of “torches” of disloca-
tion loops, plastic rotations, local migra-
tion, etc. [45].

Let us consider the possibility of relax-
ation of the junction dislocation concentra-
tor due to the formation of a junction pore.

The components of the stress tensor 
caused by the junction dislocation concen-
trator for the case of a “parquet” polycrystal 
are defined as [44]:

sinBDρρ ϕϕ
ϕs s

ρ
= = −∆  ;

cosBDρϕ
ϕs

ρ
= ∆  ,                          (11)

where B∆  – Burgers vector of junction dislocation; 
2 (1 )

D µ
π ν

=
−

; μ – shift of material; 

ν – Poisson’s ratio of the substance; (ρ,φ) - polar coordinates with the pole at the grain junc-
tion.

The value B∆  it can be estimated using 
the condition of equality of the stress con-
centration in the head of the dislocation 

cluster at the grain boundary and the stress 
concentration in the junction concentrator 
using expressions (3) and (11). 

1
2

02BD BDs
δ δ

∆  ≈ ± 
 

;
 

1
202B B

D
s

δ ∆ ≈ ± 
 

.                                  (12)
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If we take l≈d, where d is the character-
istic grain size of a polycrystal (the case of 
a fine-grained crystal):

01
2

B d
D
s

= .                                           (13)

Substituting (12) in (13) we get:

( )
1

0 2B d
D
s

δ∆ ≈ ±  .                          (14)                                                        

Substituting (14) in (11) we get:
1
2

0
sin( )dρρ ϕϕ

ϕs s s δ
ρ

= ≈ ± ;

( )
1
20

cosdρϕ
ϕs s δ

ρ
≈ .	  (15)                            

According to (16), a junction dislo-
cation with a positive Burgers vector ΔΒ 
(which corresponds to an excessive extra 
plane) causes mechanical compression 
stresses in the direction perpendicular to 
the grain boundaries. This leads to a nega-
tive oversaturation of vacancies in the local 
areas of grain boundaries near their TJ [46]:

0
0 exp nnc c

kT
s ω =  
 

,                                                (16)

where nn ik i kn ns s=  – the normal mechan-
ical stresses at the grain boundaries; iks – 
components of the stress tensor; ,i kn n  – 
the components of the vector of the exter-
nal normal to the surface; 0c  – the equilib-
rium concentration of vacancies in the grain 
boundary at the absolute temperature T ; k – 
the Boltzmann constant; ω0 – the vacancy 
volume.

In the approximation of small loads  
(σ0≪μ):

( )
1
20 0

0
sin( , ) 1

d
c c

kT
s δ ω ϕρ ϕ

ρ

 
 = − 
 
 

.  (17)                                   

The nonequilibrium distribution of the 
vacancy concentration will cause a diffuse 
outflow of the substance from the TJ chan-
nel:

3V I db
t

δ∆
= −

∆
,                                                (18)

where I – the flow of vacancies to the TJ; 
δ – grain boundary width; d – characteristic 
grain size of a polycrystal; b3 –volume of 
the atom; ΔV–   the volume of the substance 
removed from the TJ channel during the 
time Δt .

The vacancy flow I is calculated accord-
ing to the diffusion equation:

( )3MI D grad c= − , (19)

where DМЗ – the diffusion coefficient across 
the grain boundaries.

Estimating the gradient of the vacancy 
concentration as the difference between its 
values at a distance from the junction and 
near it, we obtain:

 (20)

Since the width of the grain, boundary δ 
is much smaller than the characteristic grain 
size d, and the vacancy size is close to the 
atomic volume 3b , the expression (20) can 
be written in a simplified form:  

 (21)

Thus, diffusive mass transfer across grain 
boundaries can provide the formation of a 
junction pore if it provides partial or complete 
relaxation of the junction concentrator.

Partial relaxation of the junction stress 
concentrator will occur if the energy associ-
ated with the pore is less than the energy of 
the dislocation concentrator.
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The energy of a dislocation concentra-
tor is the energy of its stress fields. It can 
be estimated by the expression (6), which 
takes into account the contribution of the 
energy of the dislocation core:

2 4ln
4 (1 )D

B dW d
B

µ
π ν
∆

=
− ∆

. (22)                                                                    

Given that 
2 (1 )

D µ
π ν

=
−

, we get:

1
2 20

0

( ) ln 4
2D
d D dW

D
δ s

s δ

 
  =     

 

.                      (23)

We will estimate the pore energy as 
a function of its radius. The pore energy 
consists of the elastic strain energy due to 
the pore and the surface energy of the pore 
itself.

The junction pore in the first approxi-
mation is a hole in the form of a round cyl-
inder, which leads to a geometric stress con-
centration in its vicinity. The corresponding 
components of the stress and strain tensors 
in solving the plane problem of the theory 
of elasticity (“parquet” polycrystal) in polar 
coordinates according to [44] have the form:

2 2 4

0 02 2 4
1 11 1 4 3 cos 2
2 2ρρ

α α αs s s ϕ
ρ ρ ρ

   
= − + − +      

   
,

2 4

0 02 4
1 11 1 3 cos 2
2 2ϕϕ

α αs s s ϕ
ρ ρ

   
= + − +      

   
,

2 4

0 2 4
1 1 2 3 sin 2
2ρϕ

α αs s ϕ
ρ ρ

 
= − + −  

 
,

where а – the radius of the pore.

To obtain the components of the strain 
tensor, we use the relation:

1 1 1
9 2 3ik ik ll ik ik llU

K
δ s s δ s

µ
 = + − 
 

, (24)

where К –  is the all-round compression 
modulus; μ is the displacement modulus;

1,
0,ik

i k
i k

δ
=

=  ≠

 

Using the relation between К and the 

Lame coefficients λ, μ, we simplify the 
expression (24)

1 2 5
2 9(1 )k ik ik llU νs δ s
µ ν
 −

= − + 
.  (25)                                                              

We will find lls :
2

0 0 22 cos 2ll
a

ρρ ϕϕs s s s s ϕ
ρ

= + = −

Then the components of the strain 
tensor ikU :

( )
( )
( )

2 2 4
0

2 2 4
4 7 41 5 1 3 cos 2

4 9 1 9 1
Uρρ

νs ν α α α ϕ
µ ν νρ ρ ρ

  +−
= − + − +   + +   

,
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( )
( )
( )

2 2 4
0

2 2 4
4 2 51 5 1 3 cos 2

4 9 1 9 1
Uϕϕ

νs ν α α α ϕ
µ ν νρ ρ ρ

  +−
= + − − +   + +   

,

2 4
0

2 4
1 1 2 3 sin 2
4

U Uρϕ ϕρ
s α α ϕ
µ ρ ρ

 
= = − + −  

 
. (26)

The volume density of the free energy 
of a deformed body is defined as [44]:

2
ik ikuF s

= , (27)

Here, Einstein’s rule of addition over 
even indices is used.

Substituting (27) and (30) in (31) we get:

2 2 2 4
0

2 2 4
1 1 1 4 3 cos 2
8

aF s α α ϕ
µ ρ ρ ρ

  
= − + − + ⋅      

 (28)

To obtain the energy of the deformed 
state, it is necessary to calculate the integral:

2

0
( , )

d

a
W d F d d

π
ρ ϕ ρ ρ ϕ∫ ∫= . (29)

Accordingly, all the components of the 

expression for the free energy density F 
that have a multiplier of cos 2ϕ , or sin 2ϕ  
after integration by dϕ , in the range from 
0 to 2π are zeroed. Therefore, to calculate 
the energy, we can use a much-simplified 
expression instead:	

( )
( ) ( )

2 4 6 8
'' 0

4 6 8
2 7 41 55 43 12 9

4 9 1 9 1
F

νs ν α α α
µ ν ν ρ ρ ρ

 + +
= + − + 

+ +  
.       (30)

Taking a ≈ d, we simplify:

( ) ( )
2

2 20
1

7 4
2 9 1

W d d asπ ν
µ ν

+
= +

+
. (31)

The surface energy of the pore can be 
calculated as:

2W Sγ= , (32)

where γ – the surface energy density; S  – 
the free surface area of the junction pore

2S adπ= .

Accordingly, to [47] 0,1 bγ µ≈ . Then 
we get: 2 0,2W abdµπ≈

Thus, the excess energy of the polycrys-
tal associated with the occurrence of the 
junction pore is estimated as:

1 2ÏW W W= + ,

( )
2
0
2

7 40,2 1
3,6 1Ï

d d aW abd
b a d

s νµπ
νµ

 +  = + +  +    
. (33)
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Comparing (26) and (39), we obtain a 
criterion for the occurrence of a junction 
pore instead of a dislocation-type junc-

tion stress concentrator, as a condition for 
reducing the energy of the deformed state:

Ï ÄW W< ,

( )
( )

122 200
2

0

7 40,2 1 ln 4
3,6 1 2

dd d a D dabd
b a d D

δ ss νµπ
ν s δµ

  +     + + 〈     +         

,

given that
 ( )2 1
D µ

π ν
=

−
: 

( ) ( ) ( )

1
2 2 20 0
2 2

0

7 4 21 5 1 ln
3,6 1 1

d d a d da
b a d b

s sν µν δ
ν π ν s δµ µ

  +     + + 〈 −     + −        

. (34)

For the case of , the gap 
 
resulting from the relaxation of a disloca-
tion-type junction stress concentrator can-

not exceed a certain critical size, which, in 
the continuum approximation, corresponds 
to its geometric radius:

( ) ( )

12
20

0

25 1 ln
1êð

d da
b

s µν δ
µ π ν s δ

 
    = −     −      

. (35)                                  

The order of magnitude of the critical 
pore size is determined by the factor of the 
natural logarithm. Significant parameters 
for it are the size of the crystal grain of the 
polycrystal d, and the modulus of external 
mechanical stress s0. In general, the critical 
size exceeds the width of the grain bound-
ary by one or two orders of magnitude.

The results obtained evoke ideas about 
the significance of stress concentrators in 
general, and junction stress concentrators, 
in particular, for the processes of plastic 
deformation of polycrystals. The described 
mechanism of formation of a junction pore 
can be used both for determining the opti-

mal parameters for the use of polycrystal-
line samples and for designing polycrystal-
line materials and structures with specified 
properties. It should be noted that the appli-
cation of the obtained results is limited to 
the case of fine-grained polycrystals with a 
“parquet” structure. 

The prospects for further research sug-
gest an in-depth study of the energy criteria 
of the process of matching dislocation shifts 
in the grain boundary, clarification of the 
diffusion mechanism of the formation of the 
junction pore, and extension of the result to 
the case of a three-dimensional polycrystal.
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4. CONCLUSIONS

1.	 The article describes the mechanism of 
nanopore formation at the junction of 
the grain boundaries of a polycrystal 
with a “parquet structure”. At the same 
time, the following stages of the com-
plete process are studied: formation of 
a cluster of parallel lattice dislocations 
inhibited in their sliding plane by the 
polycrystal grain boundary; passage 
of a dislocation shift through the grain 
boundary with the formation of a grain 
boundary dislocation of an orientation 
mismatch; coordination of grain bound-
ary shifts at the junction of polycrystal 
grains with the formation of a junction 
stress concentrator; relaxation of the 
stress state of the junction stress con-
centrator due to the formation of a junc-
tion nanopore.

2.	 A ratio is obtained that allows us to 
estimate the characteristic size of the 
nanopore depending on the characteris-
tic grain size of the polycrystal and the 
value of the external force load.

3.	 Modeling of the processes leading to 
the formation of a junction nanopore is 
carried out in the continuum approxi-
mation, which takes into account the 
variety of possible misorientation of 
adjacent polycrystal grains.

4.	 Understanding and detailing the mecha-
nism of the origin and formation of the 
junction pore will allow you to antici-
pate, eliminate, or implement this pos-
sibility in the processes, including 
technological ones, associated with the 
study and operation of polycrystals.
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It is believed that the transition to renewable decentralized energy supply solutions (e.g., 
solar panels, storage of electricity in batteries) will help promote the decarbonization of the 
energy system. At the same time, it is expected to happen only when society is convinced of 
the environmental benefits and when there are enough economic incentives for it.  This study 
analyses the economic feasibility of transitioning to decentralized renewable energy solutions, 
including solar panels and electricity storage, in Latvia. Our research explores potential sav-
ings of these solutions under various scenarios based on different factors, such as national 
NETO billing system, financial support scheme, electricity pricing, distribution network tar-
iffs, energy storage options, as well as the impact of the battery energy storage system (BESS) 
discharging strategy. The results show that the potential savings can vary depending on these 
factors that are changing over time. Nevertheless, the rise in small-scale power generation at 
households shows that there is an increasingly rapid transition from centralized electricity 
supply to a decentralized supply system, which might indicate that society supports energy 
transition.
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1. INTRODUCTION

Decentralized power supply solutions, 
such as solar panels, electric vehicle (EV) 
charging stations, and electricity storage 
systems (batteries), are becoming increas-
ingly more popular and widely recognized 
by numerous countries in their endeavours 
to promote environmentally friendly tech-
nologies. The adoption of these technolo-
gies is influenced not only by the national 
legislation, but also by other factors, such 
as high electricity prices, enhanced elec-
tricity reliability, and the desire to be more 
environmentally friendly.

For example, in Latvia, the swift adop-
tion of solar panels in the past few years 

was most likely driven by two factors: 
firstly, the high electricity prices caused by 
geopolitical circumstances in neighbouring 
countries (see year 2022 in Figure 1) and, 
secondly, the support for renewable energy 
resources provided by the Latvian govern-
ment. After the start of the Russia-Ukraine 
war, the average electricity price in Latvia 
increased to 226.01 EUR/MWh in 2022, 
in contrast to 46.28 EUR/MWh in 2019, or 
34.05 EUR/MWh in 2020, and 88.78 EUR/
MWh in 2021, respectively. In early 2023, 
however, the prices were slightly lower 
than those recorded in 2022 [1].

Fig. 1. Nord pool average day-ahead electricity price in the Latvian trade area [1].

By installing solar panels or small wind 
turbines, Latvian residents had the opportu-
nity to receive financial support by means 
of the following two support programs:
•	 the support provided by the adminis-

tered programme of ALTUM ranges 
from 700 to 4000 EUR, depending on 
the nominal power of the inverter.

•	 the support provided by the Emission 
Allowance Auction Instrument (EKII) 
also ranges from 700 to 4000 EUR, 
depending on the nominal power of the 
inverter.

Funding from the EKII support pro-
gram is only available after the purchase 
and installation of the equipment. On the 
contrary, to receive the ALTUM support, 
one first needs to apply for the programme, 
await approval, and then commence the 
work. The EKII programme has a total 
funding of 40 million EUR, while ALTUM 
has a funding allocation of 3.66 million 
EUR [2].

These circumstances have led to a situa-
tion where, within a relatively short period, 
the total number of microgenerators (mostly 
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solar) has surpassed 15,000 units (Fig. 2), 
with their combined production capacity 

already exceeding 120 megawatts (MW).

Fig. 2. Number of microgenerators connected to DSO 
(distribution system operator Sadales tīkls JSC) grid [3], [4].

The electricity generated by micro-
generators is primarily directed towards 
enabling households to meet their own 
energy needs, including charging their 
EVs. EVs are widely recognized as one of 
the most promising solutions to mitigate 
environmental impact in the transporta-
tion sector and improve energy efficiency. 
When the electricity for EVs is sourced 
from a grid predominantly powered by 
fossil fuels, their life cycle emissions are 

comparable to vehicles with combustion 
engines. However, when renewable energy 
sources are predominant in the energy sys-
tem, EVs emissions are slightly lower. To 
truly achieve sustainability in using EVs, it 
is required to shift the future of electricity 
towards renewable sources.

Among renewable energy resources, 
such as wind and solar power, solar energy 
is considered the most promising in the 
context of EV charging (see Table 1).

Table 1. Comparison of Charging EV from Wind or Solar Energy Source [5], [6]

Category Wind energy Solar energy

1 Onshore and offshore wind is far from 
where EVs can be charged

Close to where EVs can be charged. For example, 
rooftop photovoltaic (PV), so transmission is not 

needed

2

Different power scales: wind turbines in 
MW while EV chargers in kW. While 
on the other hand, with wind turbines 
it could be possible to charge several 

thousand EVs

Power scales are similar for rooftop PV and EV char-
ger (both kW)

3 Generation is mostly in winter and night 
time Generation is mostly in daytime and summer

In most scenarios, one advantage of 
solar energy as well as EV batteries is that 

those operate on direct current (DC) power. 
However, when it comes to grid integration, 
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the standard is alternating current (AC). 
This leads to the need for unnecessary 
DC-AC-DC conversions, which can result 
in energy losses. In contrast, utilizing DC 
power directly, without conversion, proves 
to be more efficient [5]. 

In addition to the support available for 
installing microgenerators in Latvian house-
holds, there is also financial support avail-
able for individuals purchasing EVs. A grant 
of 4,500 EUR is provided when purchasing 
a new electric car, while a grant of 2,250 
EUR can be received when purchasing used 
electric cars and new externally chargeable 
hybrid cars. However, there is a purchase 
price limit of 60,000 EUR for low-emission 
and zero-emission vehicles in their basic 
configuration, as stipulated by regulations. 
Additionally, there is an extra 1,000 EUR 
support available for beneficiaries, who 
choose to write off their existing vehicle and 
hand it over to a processing company [7].

However, unlike microgenerators and 
electric cars, electricity storage systems 
(batteries) have not yet been widely adopted 
in Latvia, and the government has not pro-
vided financial support for such equipment. 
This could be related to the existing NETO 
accounting system for microgenerators. 
The NETO accounting system has tradi-
tionally allowed for the virtual storage of 
electric energy produced by microgenera-
tors, enabling its later use, for example, dur-
ing winter months [8]. Perhaps this is one of 
the reasons why batteries have not been so 
popular so far.

However, Latvia has recently made 
amendments to the Electricity Market Law, 
resulting in the introduction of a new and 
improved system, called NETO settlement 
system. The new NETO settlement system 
not only records the amount of electricity 
generated and consumed by customers, but 
also assigns monetary value to this energy. 
The advantages of the new system have 

been communicated and include: 
•	 applicability to both households and 

legal entities (the previous system 
included only private consumers); 

•	 conversion of electricity produced and 
transferred to the grid into monetary 
terms, allowing for savings that can be 
utilized towards future bill payments or 
applied to electricity costs in other con-
nections of the same customer, as per 
the conditions of the chosen electricity 
service provider; 

•	 the net savings period is not limited by 
law;

•	 the freedom to select the most suitable 
service provider and the flexibility to 
switch between providers; 

•	 active participation in the electricity 
market, enabling cost control by tying 
the value of energy transferred and 
received to market prices and settle-
ment conditions. Encouragement of 
consumption habits that maximize the 
profitability of electricity production 
and consumption. These changes aim 
to empower consumers by providing 
greater control over their electricity 
usage and promoting a more economi-
cally advantageous approach to energy 
consumption [9].

Although there is extensive informa-
tion regarding the new rules of the NETO 
settlement system in Latvia, there is a lack 
of detailed explanation for general public 
regarding the potential economic implica-
tions for owners of decentralized energy 
supply solutions [10].

This publication proposes three hypothe-
ses. Firstly, the introduction of the new NETO 
system will reduce the homeowners’ interest in 
switching to solar panels. Secondly, the imple-
mentation of the new system has the potential 
to motivate homeowners to actively invest in 
and utilize stationary batteries. And, thirdly, 
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the smart BESS management system will 
determine the level of savings achievable by 
the storage. This publication could serve as a 
useful material for people and policy makers 
to evaluate new initiatives for the implemen-
tation of decentralized electricity supply solu-
tions.

The publication compares the previ-
ous NETO accounting system with the new 
NETO settlement system. Such an analysis 
would allow for a more accurate assessment 
of the introduction of new technologies and 
prediction of the effect of regulatory enact-
ments on the economic viability of different 

situations.
The second chapter examines changes 

in the NETO accounting and settlement sys-
tems in Latvia. The hypotheses are defined 
and possible directions for future research 
are discussed. Section 3 defines the meth-
odology and assumptions used in the two 
case studies for mathematical calculations 
to evaluate the NETO accounting and set-
tlement systems, as well as BESS discharg-
ing strategy. Section 4 presents the calcula-
tion results, while Section 5 discusses the 
results and summarises conclusions from 
this work. 

2. THE OVERVIEW OF THE CURRENT SITUATION

2.1. NETO Accounting and Settlement System in Latvia

According to the amendments made to 
the Electricity Market Law on 16 February 
2023, significant changes have been imple-
mented concerning microgeneration pro-
ducers in Latvia.

NETO accounting system (pre-exist-
ing system; Fig. 3): Previously, the law 
regulated the NETO electricity accounting 
system, which outlined the procedure for 
the distribution system operator to settle 
payments for electricity produced by users 
from renewable energy resources. This sys-
tem applies to the cases when the produced 
electricity is not immediately consumed 
but transferred to the grid. If the amount 
of electrical energy transferred to the grid 
exceeds the energy received from the grid, 
the excess energy is carried forward to the 
next billing period within a NETO year 
(starts on 1 March and ends on the last day 
of February). “Energy storage” can only be 
utilized within the same property (for the 
specific system connection) where it was 
generated. At the beginning of a new NETO 
year, all savings are deleted. It is important 

to note that the NETO accounting system is 
currently limited to households and is auto-
matically applied after receiving permis-
sion to connect the microgenerator (when 
the amendments to the law take effect, it 
will be possible to join the scheme until 31 
December 2023).

NETO settlement system (new sys-
tem; Fig. 4): The Amendments to the Elec-
tricity Market Law introduced a new NETO 
electricity settlement system. This system 
not only records the quantity of electricity 
produced and consumed by the customer, 
but also determines the monetary value of 
this energy. If the total value of the elec-
tricity produced, but not immediately con-
sumed (and transferred to the distribution 
network) exceeds the value of the electric-
ity received from the same network, the 
surplus value can be credited in the subse-
quent settlement period or used for electric-
ity payments in another connection of the 
same customer. Both households and legal 
entities will be eligible to participate in the 
NETO settlement system.
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Fig. 3. Schematic representation of the NETO accounting system – the customer transferred 50 kWh more to 
the electricity network than he received from the network. The customer only has to pay the service fee of the 

distribution system operator this month, but does not have to pay for electricity [9].

Fig. 4. Schematic representation of the NETO settlement system –  
the electricity trader determines the value of the electricity transferred to the common  

power grid and received from the common power grid [9].

The law mandates that electricity trad-
ers must include the NETO settlement sys-
tem as part of their trading services. Cur-
rently, the Cabinet of Ministers is in the 

process of developing detailed operational 
guidelines for the NETO settlement system 
and determining the date when it will be 
made available to customers [9].

2.2. Definition of the Problem and Hypothesis

The authors propose three hypotheses 
regarding the impact of the new NETO set-
tlement system:
•	 Hypothesis A: The introduction of the 

new NETO settlement system may reduce 
the economic viability of installing solar 

panels.
•	 Hypothesis B: The new NETO settle-

ment system is expected to emphasize 
the importance of batteries in enhancing 
the profitability of investments in green 
technologies.
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•	 Hypothesis C: The smart BESS man-
agement system will determine the 

level of savings achievable by the stor-
age capacity.

2.3.  Future Research Prospects

In the future, conducting research on the 
economic viability of various green tech-
nologies, particularly under scenarios such 
as energy arbitrage or their potential inte-
gration with energy communities, would 
offer significant advantages and insights. 
Currently, energy communities and the con-
cept of electricity sharing have not gained 
significant popularity in Latvia. Moreover, 

there is a need for further exploration and 
understanding of the development and utili-
zation of virtual power plants. By conduct-
ing additional studies in these areas, we 
can gain valuable insights into the potential 
benefits and feasibility of implementing 
decentralized energy solutions. This knowl-
edge will play a vital role in facilitating the 
transition to a green economy in Latvia.

3. TWO CASE STUDY ASSUMPTIONS

The first case study considers a single 
household as an electricity consumer with 
access to an electric grid, solar panels, and 
an electricity storage system in various 

operating scenarios of the NETO account-
ing system and the NETO settlement sys-
tem. Figure 5 shows a block scheme of the 
case study.

Fig. 5. Block scheme of the first case study which compares different operating scenarios of the NETO 
accounting system and the NETO settlement system.

The authors compare two NETO sys-
tem alternatives to investigate how poten-
tial household savings change according 
to different scenarios, namely, with BESS, 
without BESS, with financial support for 

their PV system, and without financial sup-
port for their PV system. 

A significant focus is placed on electric-
ity prices, which have shown considerable 
volatility in recent years and play a crucial 
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role in determining the economic payback 
for the installed electricity supply solutions. 
The authors have thoroughly analysed 
potential savings, considering the impact 
of the new distribution system tariff, which 
affects all current customers connected to 
the grid of the Latvian distribution system 
operator. Additionally, the implications of 
the newly introduced special tariff, which is 
available free of charge to any user, have 
been explored.

To study the new NETO settlement 
system and to compare it with the NETO 
accounting system, the following annual 
data at a 1-hour resolution were obtained 
for one anonymous household from the Lat-
vian distribution system operator Sadales 
tīkls JSC: date and time, electricity con-
sumption, and electricity generation [11]. 
The yearly electricity demand of the house-

hold was 11.32 MWh, while solar energy 
injected to the grid reached 4.23 MWh on 
an annual basis. Unfortunately, information 
about the specific lifestyle and electricity 
consumption patterns in the household was 
not available, including the usage of vari-
ous appliances. It must also be acknowl-
edged that there is a lack of available data 
on electricity production, which households 
consume directly from solar panels (the 
so-called self-consumption). To ensure a 
higher economic benefit, households with 
solar panel systems should achieve the 
highest possible level of direct electricity 
consumption. According to [8], the level 
of direct consumption by households in 
Europe is 20–30 %.

Using input data described above 
(including Fig. 5), as well as in Table 2, the  
authors analysed all respective scenarios.

Table 2. Input Data and Assumptions of Household Power Supply System [8], [11], [12]

Characteristic Indicator or assumption

Self-consumption 30 %

Solar system capacity and cost 5 kW, 1200 EUR/kw, which have a possibility to receive the 
financial support of 2500 EUR 

Electricity storage systems (BESS) energy 
capacity, costs, and operation 

10 kWh, 7000 EUR. Maximum discharge level – up to 2 
kWh, maximum charging – up to 10 kWh. Roundtrip effi-
ciency is considered 90 %

Current magnitude of the input protection 
apparatus (IAA) and phases for the electricity 
connection

three phases and 25 A

Previous distribution network tariff •	 charge for electricity supply 0.04076 EUR/kWh
•	 charge for IAA current magnitude 2.4 EUR/A/year

New distribution network tariff •	 charge for electricity supply 0.03985 EUR/kWh
•	 charge for IAA current magnitude 0.92 EUR/A/month

New special distribution network tariff •	 charge for electricity supply 0.1594 EUR/kWh
•	 charge for IAA current magnitude 0.37 EUR/A/month

While the second case study considers a 
farm as an electricity consumer that is regis-
tered as a legal entity with access to the elec-
tric grid and installed solar panels. In this 
case study, the electricity storage system is 

added and evaluated for various operating 
scenarios of the NETO settlement system. 
Figure 6 shows a block scheme of the sec-
ond case study scenarios.
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Fig. 6. Scheme of the second case study in which three scenarios 
of the NETO settlement system are investigated and compared using a farm with 

installed solar panels as an example.

In the second case study, the authors 
compare three alternatives to examine the 
best possible scenarios of BESS discharge 
possibilities and to evaluate savings that 
could be expected from the smart BESS sys-
tem management. In all scenarios, annual 
data at a 1-hour resolution were obtained 
for one farm of an anonymous customer 
from Sadales tīkls JSC [11]. The yearly 
electricity demand of the farm was 8,279 
MWh, while the solar energy injected to 

the grid reached 17,163 MWh on an annual 
basis (see Fig. 7). Unfortunately, like in the 
first case study, there is no information on 
the specific electricity consumption pat-
terns at this facility, including information 
on a contract with an energy trader for the 
purchase of the produced electricity. As can 
be seen in Fig. 7, on average, the farm pro-
duced more than twice as much electricity 
as it consumed.

Fig. 7. Characteristics of electricity supply at the farm. 24 h moving average 
was plotted instead of the raw hourly data to improve 

the visual clarity of the plot [11].

Using data described above (including 
Fig. 6 and Fig. 7), as well as in Table 3, the 

authors have analysed all three scenarios.
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Table 3. Input Data and Assumptions of the Farm Power Supply System [11], [12] 

Characteristic Indicator or assumption

Electricity storage systems (BESS) energy 
capacity, costs, and operation 

Energy capacity 15-30-50 kWh, and 10 kW power capacity 
with capex 225 EUR/kW and 600 EUR/kWh accordingly. 
BESS charging and discharging efficiency – 95 %

BESS degradation 1.5 % 

New distribution network tariff •	 charge for electricity supply 0.03985 EUR/kWh
•	 charge for IAA current magnitude 0.92 EUR/A/month

Electricity price
Three scenarios analysed with different electricity prices – 
the 2018 and 2022 season Nord pool exchange prices. Value 
added tax is not considered.

The significance of selecting the opti-
mal operational mode and energy capacity 
for BESS is becoming a progressively more 
important topic for discussion. This analy-

sis aims to approximate the advantages of 
installing a BESS in a power system that 
already incorporates solar panels.

4. ASSESSMENT RESULTS

4.1. The First Case Study – NETO Accounting System  

In Figure 8, the potential savings from 
solar panels using the NETO accounting 
system are illustrated. The graph shows the 
savings based on the current distribution 
network tariffs and the new ones, as well as 
considering scenarios with different elec-
tricity prices – the 2019–2020 and 2022–
2023 season Nord pool exchange prices, 
fixed electricity price (150 EUR/MWh) 
and a scenario with the DSO special tariff. 
Note that the “Special” tariff is intended 
for households with very small or seasonal 
electricity consumption. It is assumed that 
a special tariff is used for three months 
(June, July and August), leaving the basic 
tariff for the remaining months. The special 
tariff includes a smaller fixed part (capacity 
maintenance fee, EUR/month); however, it 
has a higher variable share (charge for elec-
tricity supply, EUR/kWh) compared to the 
basic tariff.

The calculation algorithm has been 
developed to assess potential savings when 
compared to a scenario where no solar pan-

els are employed and with a relevant DSO 
tariff. In this case, BESS is not integrated 
into the system. This algorithm encom-
passes both the fixed component (averaged 
across the total annual consumption) and 
the variable part of the distribution network 
tariff, factoring in the per-consumed kilo-
watt-hour, when computing potential sav-
ings. Accumulated savings are represented 
by the bars, while the horizontal lines show 
the investment in the solar panel system 
with and without the financial support of 
the government (assumed to be 2500 EUR). 

Figure 8 shows that the lowest poten-
tial savings are made in the scenario in 
which the 2019–2020 Nord pool electric-
ity exchange prices are adopted (the lowest 
at the old DSO tariff). It can also be seen 
that with the Nord Pool prices of the 2022-
2023 season and with the new DSO tariff, 
the savings could exceed the investments 
made already starting from the third year, 
in the case of receiving state support for the 
installation of solar panels. The significant 
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potential for savings arises from the Nord 
Pool prices during the 2022–2023 season. 
In all scenarios, it can be seen that the old 
tariff system would slow down the savings 
for the solar panel system, meaning that the 
new tariff system is more beneficial (as it 
is more expensive). While it is true that, in 

certain scenarios, the “special” tariff offers 
greater benefits when compared to the fixed 
electricity price with both old and new DSO 
tariffs, it is important to acknowledge that, 
overall, the electricity price remains the 
primary determinant in influencing the sav-
ings.

Fig. 8. Potential savings under NETO accounting system with no BESS in a 7-year period.

Figure 9 shows the potential savings 
when a BESS system is installed in parallel 
with solar panels. The algorithm assumes 
that electricity is consumed from the grid 
only when it has reached a discharge level 
of 2 kWh in the installed BESS system. 
Similar to the scenario shown in Fig. 8, it 

can also be observed here that the old tar-
iffs and low electricity prices slow down 
the potential savings. At the same time, it 
is possible to achieve savings at the Capex 
level in the case of state financial support or 
high electricity prices for seven consecutive 
years.

Fig. 9. Potential savings under the NETO accounting system with BESS in a 7-year period.
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Unlike before, when there was no BESS 
system, having a BESS system and a fixed 

electricity price in this case does not lead to 
savings equal to the initial investment.

4.2. The First Case Study – NETO Settlement System 

A similar algorithm has been created 
for the assessment of the NETO settlement 
system. In this case, it is assumed that 
excess electricity is sold to the electricity 
trader at a relevant Nord pool price. The 
potential savings of the NETO settlement 
system are shown in Fig. 10, where the 
bars represent accumulated savings, and 
the horizontal lines show the investment 
in the solar panel system with and without 
financial support. In Fig. 10, BESS is not 

integrated into the system. As can be seen, 
electricity prices have a significant impact 
on potential savings, i.e., at low market 
prices and even with subsidies, a solar panel 
system may not pay off during seven years. 
Conversely, at high electricity rates and 
the new DSO tariff, such a system would 
pay off at around the third year. It can be 
observed that the savings achieved with the 
new tariffs are slightly higher than those 
with the old tariffs. 

Fig. 10. Potential savings under the NETO settlement system with no BESS in a 7-year period.

Figure 11 shows the potential savings 
with BESS. Again, the algorithm assumes 
that electricity is consumed from the grid 
only when it has reached a discharge level 
of 2 kWh in the installed BESS. It can be 
observed that the new tariffs increase the 
potential savings also in this case. At the 
same time, it is possible to achieve savings 

at the Capex level only in the case of state 
financial support and with high electricity 
prices.

At low electricity prices, in this case, 
savings up to the Capex level can hardly be 
achieved. It could happen only at high elec-
tricity rates.
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Fig. 11. Potential savings under the NETO settlement system with BESS in a 7-year period.

4.3. The Second Case Study – The BESS Management System

In the second case study, three algo-
rithms have been developed to evaluate 
savings from different BESS discharge and 
charge management approaches. Energy 
storage capacities have been assumed and 
varied – 15, 30, and 50 kWh. This, the 
second case study, involves a farm oper-
ating under the NETO settlement system, 
equipped with a pre-existing solar panel 
system.

In the first scenario, the BESS is charged 
using solar PV, and discharge occurs as soon 
as there is an opportunity for self-consump-
tion. The second scenario involves charg-
ing from solar PV but discharging during 
peak electricity pricing hours. In the third 
scenario, the BESS is charged at the lowest 
electricity rates and discharged when prices 
are higher.

Fig. 12. Potential savings for three different scenarios with BESS. Years – 2018 and 2022 – represent different 
electricity prices based on which calculations have been made. 
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The analysis is conducted using the 
new tariffs of the DSO, as well as sepa-
rately considering the 2018 and 2022 Nord 
Pool electricity exchange prices in the Lat-
vian electricity trading area. Unlike the 
first case study, this analysis excludes the 
consideration of value-added tax. Figure 12 
illustrates the potential savings of installing 
BESS across all three scenarios.

In the case of the first scenario, the 
results show that by creating an additional 
BESS system, marginally higher savings 
can be achieved in the case of a larger BESS 
capacity and lower electricity prices, which 
were lower in 2018 than in 2022 (the aver-
age price in 2018 was 49.89 EUR/MWh, 
while in 2022 it was 226.32 EUR/MWh).

When considering the second scenario, 
the results show that neither the BESS 
energy capacity nor the electricity prices of 

2018 or 2022 lead to a significant difference 
in savings. Overall, the savings are very 
similar.

On the other hand, in the third scenario 
there is a significant discrepancy between 
savings made in 2018 and 2022, as a result 
of different electricity prices. At the prices 
of 2018, the savings were estimated to be 
negative, which could be related to the fact 
that in 2018 the changes in electricity prices 
during the day were relatively small, unlike 
in 2022. This scenario also highlights how 
the savings are affected by the choice of the 
energy capacity of the BESS system used; 
for example, in 2022, the difference in sav-
ings between the 15 and 50 kWh BESS is 
500 EUR. In general, in 2022, the greater 
the installed BESS energy capacity was, the 
greater the savings were.

5. DISCUSSION AND CONCLUSIONS

Although the Cabinet of Ministers in 
Latvia is still in the process of develop-
ing detailed regulations (they have not yet 
come into effect) for the operation of the 
NETO settlement system, including the 
date at which the NETO settlement system 
will become available to customers, it is 
theoretically possible to predict how it will 
affect the potential savings from the use of 
decentralized electricity supply solutions.

When comparing yearly savings at the 
NETO accounting system without BESS 
to the NETO settlement system without 
BESS under the new DSO tariff, it is evi-
dent from the results that the difference in 
potential savings is not large and varies 
from +8 % to +15 % for the 2022/2023 and 
2019/2020 electricity prices, respectively. 
For example, if we consider the 2022/2023 
electricity prices, then in seven years one 
could save around 10 166 EUR and 11 079 
EUR using the NETO accounting system 

and the NETO settlement system, respec-
tively. Similarly, using the same approach, 
for the 2019/2020 electricity prices, the sav-
ings could be 2 459 EUR compared to 2 904 
EUR. In the case of the NETO accounting 
system, it is worth considering a scenario 
with a fixed electricity price (150 EUR/
MWh), which would result in potential sav-
ings of 6 690 EUR. Despite the significant 
potential for savings, the choice of the spe-
cial tariff should be individually assessed 
with caution, as it offers benefits to the con-
sumer only when their electricity consump-
tion from the grid is exceptionally low. 

The analysis has clearly shown that 
when electricity prices are higher, savings 
increase significantly. When this happens, 
there is less need for financial help from 
the government. Hence, it is reasonable to 
consider focusing the governmental support 
for cases when it is harder to make green 
solutions like BESS profitable, as this is 
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where the help would be most effective. 
In addition, it can also be concluded from 
Figs. 8–11 that distribution tariffs can affect 
the payback of solar panels, but on a much 
smaller scale. In the case of the new DSO 
tariffs, the savings of the solar panel system 
will be higher compared to the old DSO tar-
iffs. 

When we compare the NETO account-
ing system with BESS to the NETO settle-
ment system with BESS at the new or old 
DSO tariff, it is clear that the difference in 
potential savings is not very large either. For 
example, if we consider the 2022/2023 elec-
tricity prices and the new DSO tariff under 
the NETO settlement system around 14 800 
EUR could be saved in seven years, while 
under the NETO accounting system it might 
be possible to save approximately 13 324 
EUR. Similarly, using the same approach 
for 2019/2020, the savings could reach 5 
127 EUR compared to 4 759 EUR. Under 
the NETO accounting system and with a 
fixed electricity price (150 EUR/MWh), it 
could be possible to achieve potential sav-
ings of 9 759 EUR. While there are cases 
when the savings could eventually cover 
the initial BESS system investment, in most 
situations, buying BESS may not lead to a 
quick payoff.

To improve the battery payback, differ-
ent BESS management strategies have been 
considered, and the savings directly gener-
ated by an installed BESS system have been 
calculated.

In the first two scenarios, where BESS 
discharging is allowed at the first opportu-
nity or during periods of higher electricity 
prices on the exchange for the relevant day, 
savings of 74 to 188 EUR (excluding VAT) 
could be achieved annually. While, if this 
BESS is allowed to charge from the grid 
and discharge at higher prices (by doing 
arbitrage), then BESS savings could reach 
460–977 EUR per year. However, at the 
same time, it must be recognized that with 
the 2018 electricity prices, such a strategy 
would not pay off. On the contrary, it could 
cause losses that might have arisen from a 
not too large price difference on the electric-
ity market. The results (see Fig. 12) indicate 
that the payback of BESS can be affected by 
both the energy capacity of the battery and 
price changes in the electricity exchange.

Based on the findings presented in this 
publication, it can be concluded that the 
hypothesis A has been neither right nor 
wrong. The savings from solar panels will 
mainly depend on the electricity market 
price rather than the NETO billing system. 
The evidence shows that the new payment 
system might be a slightly better economi-
cally when it comes to installing solar pan-
els.  On the other hand, the results support 
the confirmation of the hypotheses B and C. 
The analysis has demonstrated cases where 
installing BESS can actually save enough 
money to justify the investment. In addi-
tion, if BESS operations are managed effec-
tively, it can result in even better savings.
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Nanostructured coatings are widely used to improve the sensitivity of various types of 
sensors by increasing the active surface area compared to smooth films. However, for certain 
applications (in some cases), it may be necessary to achieve selectivity in the coating process 
to ensure that nanostructures only form in specific areas leaving interelectrode spaces free of 
nanostructures. This article discusses several methods for creating intricate ZnO nanostruc-
tured patterns, including area selective application of Zn acetate seeds followed by hydrother-
mal growth, selective thermal decomposition of zinc acetate via laser irradiation followed by 
hydrothermal growth, and the electrochemical deposition method. These methods enable ZnO 
nanostructures to grow onto designated surface areas with customised, patterned shapes, and 
they are rapid, cost-effective, and environmentally benign.

The article examines the process of producing a nanostructured coating with a complex 
shape and discusses several factors that can impact the quality of the final product. These 
include the influence of the thermocapillary flows and the “coffee stain” effect on the deposi-
tion of a seed layer of zinc oxide from an ethanol solution of zinc acetate. Additionally, the 
study found that using a protective screen during the growth of nanostructures can reduce the 
occurrence of unintended parasitic structures in areas lacking a seed layer. Overall, the article 
presents various techniques and strategies to improve the quality of nanostructured coatings.

We have proven that the use of laser radiation to create a seed layer does not impact the 
final morphology of the resulting nanostructures. However, when combined with computer-
controlled technology, this approach allows for the creation of intricate patterns made up of 
micrometre-sized lines which cannot be achieved by using other methods. 

The article also demonstrates an electrochemical technique for obtaining zinc oxide nano-
structures that can selectively coat metal electrodes without requiring a seed layer.

Keywords: Hydrothermal synthesis, nanostructures, selective patterning, ZnO.
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1. INTRODUCTION

At present, nanostructured surfaces 
have a wide range of applications: solar 
energy [1], electronics [2], medicine [3], 
[4], etc. They are also widely used in the 
development of sensors, proving to be a 
very effective material for the production 
of gas sensors [5]–[7], biosensors [8]–[11], 
and chemical sensors [12], [13]. This is 
mainly due to the fact that surface nano-
structuring significantly enhances sensitiv-
ity by increasing the active surface area. 
Furthermore, the development of nano-
structured materials allows for the cre-
ation of enzyme-free sensors, which oper-
ate based on the direct interaction between 
analytes and nanostructures [14]–[17]. In a 
number of cases, this makes it possible to 
refuse additional functionalisation of the 
surface with complex organic molecules 
and enzymes without the loss of sensor sen-
sitivity, which significantly reduces the cost 
of its production and increases the resis-
tance to mechanical and thermal influences 
that the sensor is subjected to during pro-
duction and operation.

There is a large number of physical and 
chemical methods for obtaining nanostruc-
tures, including physical dispersion [18], 
condensation from liquid [19], [20] and 
gas phases [21], combustion methods [22], 
plasma-chemical methods [23], synthesis of 
nanoparticles from solution [24], [25], sol-
gel synthesis [26]–[28], and lithographic 
[29], [30] and probe methods [31].

Numerous nanostructured materials can 
be produced using the methods outlined 
above; however, metal oxide nanostruc-
tures, and in particular ZnO, have become 
widespread. Due to the combination of opti-
cal, electrical, and piezoelectric properties 
of ZnO, it is widely used in optoelectronics 
and electronic device fabrication [32], [33]. 

ZnO is biocompatible [34] and relatively 
stable at biological pH values [35], [36]. 
This allows for its use as biological mark-
ers and as a sensor platform for the detec-
tion of different kinds of biomolecules [37]. 
Hydrothermal synthesis is one of the most 
promising methods for obtaining metal 
oxide nanoparticles and epitaxial nano-
structured coatings [25], [38]. Compared to 
other methods of obtaining ZnO nanostruc-
tures, hydrothermal synthesis offers a lot of 
advantages [25], [39]. This method of syn-
thesis is environmentally friendly as it does 
not require the use of toxic raw materials nor 
does it generate toxic by-products during 
the process. Additionally, it is a cost-effec-
tive and straightforward approach that does 
not necessitate expensive raw materials or 
complex equipment, nor does it require spe-
cial growing conditions like ultrahigh vac-
uum, ultrahigh or ultralow temperature and 
pressure. The synthesis occurs in an aque-
ous solution at temperatures that typically 
do not exceed 100 ˚C. The use of relatively 
low temperatures eliminates the limitations 
on the types of surfaces that can be coated 
with nanostructures. This method can be 
applied to coat any chemically inert surface 
with nanostructures, including those that 
are susceptible to high temperatures such 
as soft polymers, fabrics, and even paper. 
Hydrothermal synthesis surpasses other 
nanostructure synthesis techniques in terms 
of the diversity of morphologies that can be 
obtained. Our previous studies described in 
the publication [40] show that ZnO can be 
obtained in at least 10 different morpholo-
gies: nanoparticles, nanoneedles, nanorods, 
nanoplates, nanoflowers, etc. The standard 
sample preparation scheme includes the fol-
lowing steps:
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Fig. 1. Basic steps of hydrothermal synthesis.

Sample preparation involves the 
removal of dirt, grease, and other con-
taminants from substrate surfaces in order 
to improve the nanocoating adhesion. A 
seed layer is used to promote the oriented 
growth of nanostructures, homogenise the 
nanostructured coating and improve its 
adhesion to the surface. The seed layer 
can be obtained in different ways: mag-
netron sputtering, electrolytic deposition, 
etc. However, one of the most popular 
ways is to use a solution of zinc acetate 
Zn(CH3COOH)2 in ethanol which forms a 
gel-like substance that can be used to coat 
surfaces of any shape and size and after 
annealing due to baking to the surface has 
good adhesion. Equimolar aqueous solu-
tions of zinc nitrate Zn(NO3)2 and hexa-
methylenetetramine (HMTA; C6H12N4 ) 
are commonly utilized for the subsequent 
synthesis of ZnO nanostructures. In this 
method, Zn(NO3)2 acts as a source of Zn2+ 
ions, while water functions as a source of 
O2- ions. HMTA, on the other hand, is a 
slow-decomposing weak base that pro-
duces a slightly alkaline environment 
in the solution, providing the necessary 
amount of OH- ions. When a substrate is 
immersed in such a solution, the growth 
of the most prevalent ZnO nanostructure 
morphology, hexagonal nanorods, occurs. 

The following chemical reactions take 
place during the growth process: [41]

C6H12N4+6H2O→6HCHO+4NH3 (1)

NH3+H2O→NH4
++OH- (2)

2OH-+Zn2+↔Zn(OH)2 (3)

Zn(OH)2↔ZnO+H2O (4)

Other morphologies of ZnO nanostruc-
tures can be obtained by changing the com-
position of the solution and altering the 
synthesis parameters (growth temperature, 
time, solution concentration and pH). More 
details on the influence of various factors 
on the morphology of nanostructures can be 
found in our previous articles [42]–[44].

Sometimes the purpose of an experi-
ment requires the surface not to be coated 
homogeneously over its entire area but 
rather selectively – maintaining some 
untreated substrate areas. This issue is espe-
cially relevant in the processes of manufac-
turing various electrodes and sensors.

Selective coatings can be achieved in 
different ways. First, this can be accom-
plished by applying the nanostructures only 
in the specified area using the microprinting 
method [45]–[48], contact rollers [49], [50], 
flexographic printing [51], [52] or various 
types of stamps [53]–[55]  and soft moulds 
(micro-moulds) [56], [57].

In the second case, selective deposition 
of the seed layer occurs, followed by hydro-
thermal growth [25], [38], [41]. The publi-
cations mention two important factors that 
greatly affect the quality of selective area 
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growth that have to be taken into account: 
the effect of thermal convection in aqueous 
solutions and the “coffee stain” effect.

Thermal convection can be described as 
a vertically directed circular motion of a hot 
fluid that results from differences in density 
in different parts of the vessel caused by dif-
ferences in temperature [58], [59]. A large 
number of ZnO nuclei are generated in the 
growth solution during the synthesis pro-
cess. Some of them participate in the forma-
tion and growth process of nanostructures, 
which mostly take place on the pre-coated 
ZnO seed layer, which is an energetically 
favourable place. Particles that do not par-
ticipate in the growth process fall into the 
precipitate and are drifted into the solution 
volume by convection flows. When the 
drifting particles reach the substrate, they 
can adhere to it and form chaotically ori-
ented second-generation seeds, which cause 
nanostructure growth in unintended places. 
To avoid this effect, the sample position 
in the vessel is very important. The most 
favourable sample position is in the upper 
part of the vessel, with the seed-cowered 
side facing downward. In this case, the min-
imum contact of the working surface with 
the nanoparticles drifting in the solution is 
ensured, and the entire sediment, which can-
not be avoided, settles on the non-working 
surface of the sample. Correspondingly, the 
most unpropitious position of the sample 
at the bottom of the vessel since the largest 
amount of sediment is concentrated there as 
it settles from the solution under the action 
of gravity [48]. It should be noted that the 
correct positioning of the sample reduces 
the negative effect of the convection flow, 
but it does not completely eliminate the 
growth of unwanted nanostructures, so an 
effective solution to this problem is the 
use of an additional protective barrier that 
separates the sample from drifting ZnO 
nanoparticles and homogenises the solution 

flow near the sample [47], [60].
The second effect that significantly 

affects the homogeneity of the nanostruc-
tured coating is the “coffee stain” effect 
[61], [62] and it can be explained as fol-
lows. When a drop of the solution reaches 
the substrate surface, it takes the form of a 
hemisphere. As there are also solid particles 
in the drop of solution during the synthe-
sis process, the contact line is fixed, and the 
temperature in the lower part of the drop 
is higher than in the upper part. Due to the 
temperature gradient, the evaporation in 
some parts of the droplet becomes uneven, 
which leads to thermocapillary convection 
and the transfer of particles to the more 
intense evaporation regions. As a result, 
particles aggregate on the edge of the for-
mer droplet creating a ring-like pattern on 
the substrate surface [47], [63].

The “coffee stain” effect is observed not 
only in the case of the selective area growth 
but also in the case of uniform coating over 
the entire substrate surface. It occurs when 
the seeds produced by the acetate route are 
unevenly distributed over the surface and 
form annular lines with a high seed density 
delimiting areas with a low seed density. As 
a result, it leads to uneven distribution of 
hydrothermally grown ZnO nanostructures; 
both cluttered and almost empty areas of 
irregular shape are observed.

One of the most effective solutions for 
seed layer surface homogenisation is to use a 
pre-heated substrate or supply additional heat 
to the substrate during zinc acetate applica-
tion. The increased substrate temperature 
increases the evaporation rate of the solution 
droplet, which at high values is capable of 
bypassing the flow of thermocapillary con-
vection directed from the centre to the edge 
of the drop. Thus, the solution evaporates 
before the particles begin to collectively 
migrate towards the edges, allowing them to 
distribute evenly over the surface.
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Another possibility to obtain a selec-
tive coating is to use a laser for the selec-
tive thermal decomposition of zinc acetate 
to obtain the seed layer, followed by hydro-
thermal synthesis of nanostructures. Laser 
radiation can be used as an effective source 
of local surface heating, replacing the ther-
mal annealing of a whole sample and thus 
ensuring area-selective thermal decomposi-
tion of zinc acetate and the growth of zinc 
oxide precursors only in the required place 
[64], [65]. In some articles, laser irradiation 
is used not only for producing nanoparticle 
seeds but also for the nanostructure growth 
process, completely replacing standard 
hydrothermal synthesis in the furnace. In 
this case, the sample surface is irradiated 
through the working solution layer, and the 
synthesis of nanostructures takes place only 
in the heated area. This method ensures a 
high coating selectivity because in sample 
areas where the laser beam does not enter, 
neither the surface nor the solution is heated 
to the temperature required for hydrother-
mal synthesis, so the growth of undesirable 
nanostructures is not possible [66], [67]. 
The integration of the laser into a computer-
controlled scanning system makes it possi-
ble to obtain area selective patterns of ZnO 
seeds and subsequently selective patterning 
of ZnO nanostructure arrays of any size and 
shape on the various surfaces.

Sometimes, especially in cases where 
it is necessary to coat different shapes 
of metallic electrodes with a nanostruc-
tured layer, leaving the space between 
the electrodes free of nanostructures, it is 
convenient to apply the electrochemical 
deposition method. The electrochemical 
deposition process combines hydrothermal 
synthesis at a low temperature (<90 ℃) and 
an electrochemical process. The main dif-
ference of this method from hydrothermal 
synthesis is that nanostructures grow only 
on conductive surfaces where the electri-

cal potential is applied, thus providing area 
selective deposition and the possibility of 
obtaining nanostructured electrodes of any 
shape with element sizes in the range of a 
few microns.

In the first stage, the precursors dis-
solve in water and form an electrolyte that 
contains zinc cations and various types of 
anions, the chemical composition of which 
depends on the chosen precursor. In the next 
step, the oxygen reduction process leads to 
the formation of hydroxide OH- ions on the 
sample’s surface, which further interact 
with the Zn2+ ions in solution and generate 
zinc hydroxide particles. The process ends 
with the conversion of zinc hydroxide into 
zinc oxide at an elevated temperature typi-
cal of hydrothermal growth. 

Precursors based on zinc chloride [68], 
[69] and zinc nitrate [70], [71] are mainly 
used. Nitrate-based precursors have one sig-
nificant advantage: they serve as a source of 
anions and cations. Nitrate-based precursor 
reactions can be written as follows.

 (5)

 (6)

 (7)

The size and morphology of the result-
ing nanostructures can be controlled by 
different additives. For example, [72], [73] 
indicate that the addition of an electrolyte 
containing Cl- ions results in the growth 
of 2D ZnO nanoplates instead of ZnO 
nanorods. The effect can be explained by 
the fact that Cl- ions are mostly adsorbed on 
the polar ZnO (0002) surfaces of nanowires, 
blocking growth in the vertical direction 
and stimulating radial growth in the {101̅0} 
plane direction. A similar effect is achieved 
by adding SO4

2- and CH3COO- ions to the 
electrolyte solution [68].
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The addition of nitrate-containing sup-
port electrolytes (e.g., NaNO3) helps to 
increase the concentration of OH- ions 
without changing the concentration of Zn2+ 
ions and thus change the aspect ratio of the 
nanostructures, accelerating the growth 
process similar to hydrothermal growth at 
elevated pH.

In this article, several methods that 
allow obtaining area-selective patterns of a 
ZnO nanorod array are considered. The 

process of hydrothermal synthesis of rod-
shaped nanostructures, as well as the phe-
nomena that affect the uniformity and selec-
tivity of the resulting coating, are considered 
in detail. The proposed synthesis methods 
can be used to obtain nanostructured pat-
terns for various purposes. In particular, 
they can be relevant for the manufacture of 
electrodes of various shapes, as well as for 
applications in sensorics.

2. MATERIALS AND METHODS

2.1. Hydrothermal Growth of Patterned ZnO Nanostructure 
Arrays Based on Selectively Applied Zn Acetate Seeds

In order to investigate the peculiarities 
of selective growth of ZnO nanostructures, 
the following samples were prepared. Glass 
microscope slides (76 x 26 mm) were coated 
with a 120 nm thick Cr layer, and a 25 mM 
zinc acetate ethanol solution was applied 
dropwise to them using a sharp needle. The 
samples were then annealed for 30 min at 
350 ºC and hydrothermally overgrown with 
ZnO nanoneedles. The composition of the 
growth solution was 0.025 M Zn(NO3)2 and 
0.05 M HMTA. The growth process took 
place in a programmable Linn High Therm 
oven for 1.5 hours at 90 ºC.

In order to ensure additional cleanliness 
of the sample surface, the glass substrates 
and the working solution were heated to 90 
ºC in an oven separately. This manipulation 
prevents the condensation of (growth) par-
ticles on a cold surface and their accumu-
lation in non-seeded areas, thus preventing 

the growth of nanostructures in unintended 
places.

To study the “coffee stain” effect, two 
groups of samples were obtained. In the 
first case, an acetate solution was applied 
onto a substrate at a room temperature, 
and in the second case, it was applied to a 
preheated substrate. Furthermore, hydro-
thermal growth of nanostructures was per-
formed based on the parameters mentioned 
above.

To evaluate the effect of the protective 
screen on the growth process of nanostruc-
tures, a series of samples were prepared. 
Some of them were grown as usual by ori-
enting the seed layer facing down in the 
solution, and some of the samples were 
grown by enclosing the substrate from the 
bottom with another glass in such a way 
that a gap of 2–3 mm formed between the 
substrate and the screen glass.

2.2. Use of Laser for Area Selective Thermal Decomposition 
of Zinc Acetate Followed by Hydrothermal Growth

Area selective thermal decomposi-
tion of zinc acetate was performed using a 

Coherent Verdi V-6 532 nm laser integrated 
with a computer-controlled device with a 
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mechanised sample positioning platform, 
which allows control of the trajectory of the 
laser beam over the sample surface and pro-
vides fully automated sample exposure with 
an accuracy of ± 0.125 μm.

A standard microscope slide was used as 
a substrate. On top of the slide, a 160 nm thin 
Cr layer (an effective laser radiation absorb-
ing layer that causes a local temperature 
increase in the photothermal process) was 
deposited by magnetron sputtering. Next, a 
solution of 5 mM Zn Zn(CH3COO)2*2H2O 
in ethanol was spin-coated on the Cr layer. 
After complete evaporation of ethanol in 
air, the sample was irradiated with a laser 
according to a given trajectory. Scanning 
was performed at a speed of 55 mm/min 

with a laser power of - 60 mW. 
After irradiation, the samples were sub-

jected to a hydrothermal ZnO growth pro-
cess.

Samples were placed in equimolar 0.1M 
solutions of Zn(NO3)2 and HMTA for 3 h at 
90 ºC. At the end of the growth, the sam-
ples were rinsed with distilled water. One 
of them was removed from the glass after 
rinsing and air-dried. The other was placed 
in a glass of distilled water and exposed to 
ultrasound for 2 min to remove unwanted 
nanostructures that appeared in unirradi-
ated areas and were less bound to the sur-
face compared to nanostructures obtained 
on ZnO seedlings.

2.3. Electrodeposition Method

Microscope slides were used as the 
base for a 120 nm thick Cr layer that was 
deposited by magnetron sputtering through 
a metal mask to obtain planar circular-
shaped electrodes. The ZnO seed layer was 
produced from an electrolytically coated Zn 
layer (0.1 M Zn(NO3)2, j = 90 μA/cm2, t = 
5 min) with subsequent annealing at 350 ºC 
for 30 min in air, with the aim of oxidising 
zinc to zinc oxide.

The obtained sample was fixed in a 
holder, placed in a container containing a 
growth solution with a lid and connected 
to the negative pole of the power source. A 
glass plate covered with a thin Au layer of 
the same size was used as the cathode. It 
was fixed in the same holder at a distance of 
≈ 1 cm from the anode. The container was 
placed in the furnace at temperature T = 80 
ºC for 2.5 h. Current density, j = 90 μA/cm2, 
and voltage, U = 2 V, were maintained dur-
ing the growth process.

As a working solution, a 0.005 M 
Zn(NO3)2 + 0.1 M NaNO3 aqueous solution 
was used to obtain ZnO nanoneedles and 
a 0.05 M Zn(NO3)2 + 0.1 M KCl aqueous 
solution to obtain ZnO nanoplates.

After the end of the growth process, 
samples coated with nanostructures were 
rinsed with distilled water and placed in a 
furnace at 90 ˚C for 1 h in order to get rid of 
the remaining solution.

The surface morphology of the pro-
cessed samples was investigated using a 
scanning electron microscope (Tescan-Vega 
II LMU). The chemical composition of the 
samples was determined by an INCA x-act 
energy dispersive spectrometer (Oxford 
Instruments). To determine the structural 
and phase composition, the XRD spectra 
were recorded on a Cu Kα (λ = 1.543Å) 
diffractometer (Rigaku SmartLab) with 
parallel beam geometry using an additional 
Ge(220)×2 monochromator.



42

3. RESULTS AND DISCUSSION

3.1. Selective Application of Zn Acetate Seeds 
Followed by Hydrothermal Growth

Figure 2 shows the XRD and EDS 
results of the obtained nanostructures. The 
resulting nanostructures are well-ordered 
perpendicular to the substrate and have a 
high degree of crystallinity. No crystal-
line phases other than ZnO were detected. 
Microanalysis results also confirm that the 
samples are free of chemical impurities.

Fig. 2. XRD and EDS microanalysis results of 
hydrothermally synthesised ZnO nanostructures.

The deviation from the equimolarity 
of the solution to an excess of HMTA pro-
vides an increase in the pH of the solution 
due to the predominance of OH- ions and, 
as a result, an increase in the reaction rate. 
This allows for reducing the growth time 
of nanostructures from the standard 3 h 
[51], to 1.5-2 h. Consequently, reducing the 
growth time also reduces the probability of 
unwanted nanostructures appearing. 

The results of the analysis of the “coffee 
stain” effect are summarised in Fig. 3.

Application of zinc acetate solution 
onto a room temperature substrate leads to 
the appearance of a ring-shaped formation 
with a high density of seeds at the edges 
and sparse, chaotically located seed islets 

inside the spot. Such a distribution of seeds 
also determines the growth and distribution 
of future nanostructures. Figure 3a shows 
an overview of the droplet after the growth 
process has ended. As seen in Fig. 3b, the 
seeding compaction on the edge of the drop 
contributes to the appearance of densely 
spaced and vertically aligned ZnO nanon-
eedles. It should be noted that the width of 
these bands is relatively small, and when 
approaching the centre of the drop, the den-
sity of the nuclei decreases, and their dis-
tribution becomes more uneven. Reduced 
density of seeds leads to the centre of the 
droplet being filled with radially arranged 
3D ZnO nano-urchins grown on islet for-
mations of seeds (Fig. 3c).

A completely different situation is 
observed when zinc acetate solution is 
dropped onto a preheated substrate. Heat-
ing the substrate to 100 ºC leads to accel-
erated evaporation of ethanol compared to 
the previous case, as evidenced by a four-
fold reduction in droplet diameter, thereby 
reducing the effect of thermocapillary con-
vection. As shown in Fig. 3d, the hydrother-
mal growth results in a much more homo-
geneous coating consisting mostly of fine, 
vertically oriented nanoneedles (Fig. 3e) 
interrupted in rare areas by densely placed 
islands of nanoneedles.

The heating of the substrate is also 
relevant in cases where selectivity is not 
required, and growth takes place by apply-
ing zinc acetate as a continuous layer. In this 
case, the seed layer becomes more homoge-
neous, and the distribution of seeds is more 
even because the areas of compacted seeds, 
formed as a result of the flow of solution, 
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disappear. Consequently, the subsequently 
grown nanostructured coating is also homo-
geneous.

In Figure 3g, the upper horizontal row 
illustrates the process of liquid evapora-
tion in a drop in the presence of convection 
flows. Arrows in the first figure indicate the 
directions of thermocapillary flows and the 
presence of areas of thermal inhomogene-
ities in the droplet. Thus, at the top of the 
drop, the temperature is lower than at its 

base, which causes a difference in liquid 
density and the formation of thermocapil-
lary flows. The middle row illustrates the 
evaporation process at room temperature 
for the case when solid particles are present 
in solution. It can be seen that as the liq-
uid evaporates, the particles are distributed 
unevenly in solution, forming characteris-
tic dense areas along the edges and rarefied 
spots in the centre.

Fig. 3. Analysis of the “coffee stain” effect, where (a), (b), and (c) nanostructures were obtained by applying 
ZnO precursors on a room-temperature substrate, and (d), (e), and (f) on a pre-heated substrate. Hydrothermal 

synthesis was carried out in 0.025 M Zn(NO3)2 and 0.05 M HMTA aqueous solutions at 90 ºC for 1.5 h. (g) 
Graphic illustration of the coffee stain effect formation process [47].

The bottom row illustrates the evapo-
ration process taking place at an elevated 
temperature compared to the previous case. 
In this case, the middle picture shows that 
the thermocapillary flows do not affect 

the movement of the particles and they 
are evenly distributed in the droplet. The 
results of the experiment using the protec-
tive screen are summarised in Fig. 4. As 
seen in Fig. 4a, if a screen is not used, the 
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growth of nanostructures occurs both on the 
seeds layer (droplet) and on the clean glass 
around the droplet. By placing an additional 
screen, the growth of nanostructures out-
side the zinc acetate droplets is suppressed 
and almost unobservable (Fig. 4b).

Repeating the experiment by changing 
synthesis parameters (temperature, time, 
pH of the solution), it was found that in all 
cases, the result with the application of the 
screen was many times better than without 
it.

Fig. 4. The effect of the protective screen on the selective coating process, where (a) the growth of 
nanostructures occurred without and (b) with the protective screen, c) a graphical scheme of the process [60].

This experiment shows that the use of 
a screen does indeed restrict convection 
currents and homogenise the solution near 
the sample while limiting the contact of the 
sample with the suspension of unwanted 

sediment particles. This procedure signifi-
cantly increases the selectivity of the coat-
ing and positively affects the quality of the 
sample.

3.2. Selective Laser Decomposition of Zinc Acetate Followed by 
Hydrothermal Growth

The stamping method used in the previ-
ous chapter to apply zinc acetate to form a 
nucleation layer is easy to use but has a num-
ber of disadvantages. This method is great 
for creating large patterns, but it is not accu-
rate enough for sharp micron-sized lines. In 

this case, the laser annealing method proved 
to be very effective in obtaining a seed layer 
with a complex shape. Figure 5e shows the 
process of obtaining nanostructures. Zinc 
acetate was applied in a continuous layer 
on a substrate coated with a metal layer to 
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absorb the temperature. The sample was 
then irradiated with a laser. Accordingly, 
the temperature necessary for the thermal 
conversion of zinc acetate to zinc oxide was 
reached in places subjected to laser treat-
ment, and a seed layer was formed. The 
remaining regions of the sample were not 
subjected to heating; therefore, the zinc 
acetate in them remained unannealed. Next, 
the growth of zinc oxide nanostructures 

occurs according to the standard protocol 
of hydrothermal synthesis. At the end of the 
synthesis, the sample is subjected to addi-
tional processing in an ultrasonic bath in 
order to remove parasitic microrods formed 
in the areas with non-irradiated acetate. As 
a result, after washing, a nanostructured 
pattern of a given shape is obtained cor-
responding to the trajectory of the laser 
movement.

Fig. 5. ZnO nanostructures obtained on areas of selectively laser-assisted seeds with a subsequent hydrothermal 
growth process in an equimolar working solution (a-c), graphical scheme of the experiment (d) [64].

Most of the articles indicate that even 
if unwanted by-product microrods appear 
in places not irradiated with a laser during 
the nucleation process, their adhesion to the 
surface is very low since they grow in areas 
of thermally untreated zinc acetate, and zinc 
oxide seeds are necessary for the formation 
of stable adhesion. Such parasitic forma-
tions were removed by processing samples 
in an ultrasonic bath. All nanostructures 

that do not have sufficient adhesion to the 
surface are removed, leaving only a clear 
pattern formed at the site of laser exposure. 
However, in our case, the situation is dif-
ferent. Practice proves that the efficiency of 
the method is about 90%. After the ultra-
sonic bath, the sample’s surface becomes 
significantly cleaner; however, individual 
unwanted needles can be observed on it. 
Most likely, the formation of these needles 
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is related to the good adhesion properties 
of the Cr thin film. In this case, Cr surface 
defects become crystallisation centres and 
induce the formation of nanostructures with 
adhesion comparable to that provided by 
the ZnO seed layer.

In order to reduce the number of unde-
sirable nanostructures, a number of articles 
advise adhering to higher synthesis temper-
atures or increasing the pH level of the solu-
tion when choosing synthesis parameters. 
This makes it possible to obtain nanostruc-
tures of the desired size in a much shorter 
time, which contributes to a decrease in the 

density of nanostructures in places without 
nuclei since such growth is energetically 
unfavourable.

Our previous studies have shown that 
the pH level of the working solution and 
the growth rate of nanostructures can be 
increased by using a non-equimolar solution 
(by decreasing the amount of zinc nitrate 
and increasing the amount of HMTA).

Figure 6 shows the SEM results of a 
sample obtained in a non-equimolar work-
ing solution after subsequent rinsing in an 
ultrasonic bath after the growth process.

Fig. 6. ZnO nanostructures (at different magnifications) obtained on selectively laser-assisted seeds with the 
subsequent hydrothermal growth process in a working solution with an increased pH value.

As shown in Fig. 6a-c, in cases where 
nanostructures grow at increased pH, ultra-
sonic rinsing does not help to get rid of 
unwanted nanostructures. In this case, the 
contamination in the non-irradiated areas 
is much higher compared to the previous 
case, where growth took place in an equi-
molar working solution. Most likely, this is 
related to the stimulation and acceleration 
of the growth process of nanostructures. 
Under the influence of increased pH, the 
chemical reaction proceeds faster, and the 
required amount of OH ions is generated in 
a much shorter time. As the reaction speed 
increases, so does the speed of the nucle-
ation process. A large number of ε-Zn(OH)2 
particles is massively generated in the vol-

ume of the solution. These particles form 
spherical aggregates with the aim of mini-
mising the internal energy. As the num-
ber of surface nucleation bonds is small, 
a greater part of these aggregates fall into 
the sediment and form seeds which precipi-
tate from solution and are fixed in arbitrary 
places, regardless of the presence of the 
seed layer. Comparing Fig. 6 and Fig. 5, it 
can be seen that in the case of an equimolar 
solution, the off-line space is much cleaner 
from contamination than a non-equimolar 
solution because the growth of nanostruc-
tures with a higher probability occurs only 
in energetically more favourable places (in 
this case on ZnO seeds).

Also, the change of other growth param-
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eters (temperature, time) did not cause any 
significant external changes.

To completely get rid of the nanostruc-
tures formed outside the set line, a protec-
tive screen must be used during the growth 
process.

Within the framework of this experi-
ment, we studied the effect of laser radia-
tion power on the form of nuclei obtained 
from zinc acetate and, as a consequence, 
on the form of nanostructures obtained as a 
result of subsequent growth.

The experiment was repeated several 
times, changing the laser power in the range 
of 50-160 mW. After the end of the growth 
process, it could be concluded that the laser 
power increase leads to an increase in the 
width of the obtained line. The process is 
related to the heat transfer in metal, and with 
increasing the laser power, a larger area of 
zinc acetate is exposed to the temperature. 
No changes in the morphology and dimen-
sions of the nanostructures were detected.

If we evaluate the results as a whole, 
the obtained ZnO nanostructures based on 
laser-obtained seeds do not differ in terms 
of morphology or size from the nanostruc-
tures obtained on zinc acetate seeds annealed 
in the furnace. It can be concluded that the 
parameters of the ZnO seeds are determined 
by the individual properties of the zinc ace-
tate; the heat source is not important. The 
only necessary condition is exceeding the 
calcination temperature threshold (≈100-150 
ºC); a further increase in temperature does 
not determine a change in the parameters of 
the seeds (obtainable nanostructures).

However, the use of a laser for the pro-
duction of nuclei makes it possible to cre-
ate unique and often very complex nano-
structured patterns with elements several 
micrometres in size and clear lines with 
well-drawn boundaries, which is techni-
cally impossible to achieve when using the 
method of applying zinc acetate by dipping 
or stamping followed by thermal annealing.

3.3. Electrochemical Deposition

If it is necessary to coat metal elec-
trodes with nanostructures, it is sometimes 
advisable to use the method of electrochem-

ical deposition, which makes it possible to 
obtain a selective coating without the use of 
a seed layer.

Fig. 7. ZnO nanostructures obtained by electrochemical deposition method. SEM overview of overgrown 
electrode (a), nanoneedles (b), nanoplates (c).

As shown in Fig. 7a, the growth of 
nanostructures is observed only on the elec-
trodes: the interelectrode space is completely 

free of undesired nanostructures. The coat-
ing of both ZnO nanoneedles (Fig. 7b) and 
nanoplates (Fig. 7c) is dense and homoge-
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neous. The crystallites of both morphologies 
are very similar in shape and size to those 
obtained by hydrothermal synthesis.

It should be noted that, unlike a classical 
hydrothermal synthesis, the electrochemi-
cal deposition method requires a definition 
of precise experimental conditions, such as 
potentials, reactants, concentrations, pH, 
deposition times, etc. Even the smallest 
deviation from the optimum growth process 
affects the quality of the sample surface (an 
amorphous layer can be formed instead of 
nanostructures). Very strict requirements 
are imposed on the electric conductivity 
of the electrode material, and the optimal 
growth parameters must be determined for 
each kind of substrate (unlike hydrothermal 
synthesis, where the result is predictable for 
all surface types and does not depend on the 

substrate material).
Another factor to consider is the elec-

trochemical corrosion of the forced con-
tacts. Although the contact area of the 
electrodes is not in direct contact with the 
working solution, they are exposed to water 
vapour for a long time because growth takes 
place at a relatively high temperature (80 
ºC). However, despite all the complicating 
factors, the method proved to be very effec-
tive. In cases where it is necessary to cover 
small electrodes with nanostructures and 
keep the outside electrode space clean, this 
method is very useful, accurate, and fast. 
This method becomes especially relevant 
when, for a number of reasons, the deposi-
tion of nuclei is impossible or it is necessary 
to obtain oxides of different metals on one 
electrode.

4. CONCLUSIONS

All of the methods discussed in the arti-
cle provide for a good selective area growth 
of nanostructures and allow the formation 
of intricately shaped nanostructured pat-
terns on different types of surfaces.

Regardless of the method of obtaining 
the ZnO seeds, using an extra cover screen 
helps restrict the surface from the effects of 
convection flows of the solution and reduces 
the likelihood of nanostructures outside the 
patterned area.

For the selective patterning of the 
zinc oxide seed layer by using the stamp-
ing transfer process, it is recommended to 
apply zinc acetate on a preheated substrate 
to reduce the thermocapillary effect and 
homogenise the coating.

The morphology of the obtained ZnO 
nanostructures does not depend on the 
methods of obtaining seeds: decomposi-
tion of zinc acetate during annealing in a 
furnace or selective laser decomposition. 

The only condition required is that the cal-
cination temperature threshold is exceeded 
(≈100–150 °C). A further increase in tem-
perature does not determine the change of 
seed parameters (obtainable nanostruc-
tures). Thus, the heat source is not signifi-
cant.

Of all the above-mentioned methods, 
the electrochemical synthesis method has 
the highest requirements for observing 
synthesis parameters and surface quality. 
It is sensitive to current and temperature 
changes during the synthesis process and 
can only be used for coating conductive 
surfaces. However, this method is optimal 
in cases where electrodes of various shapes 
have to be covered with nanostructures. It is 
fast because the growth takes place imme-
diately over the entire area, and it is precise 
because it allows covering elements in the 
range of a few microns.
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A partial solar eclipse occurred on 25 October 2022, in the central and northern parts of 
Europe. The partial solar eclipse was observed at Aalto University Metsähovi Radio Obser-
vatory, Finland at the radio wavelength of 8 mm (37 GHz). In Finland, the magnitude of the 
partial solar eclipse was 62.7 %. Solar radio maps at the time cadence of about 9 minutes were 
observed over the whole eclipse. The solar eclipse observations could be used for instrument 
calibration purposes. This paper investigates the solar brightness temperature, the limb bright-
ening effect, the height of the chromosphere and the location of radio brightening using the 
aforementioned partial solar eclipse observations. 

We got the confirmation that our earlier results are consistent, e.g., the solar brightness 
temperature matches with 8100 K ± 300 K. It was also possible to detect limb brightening 
effect. However, the prevailing solar activity might have distorted the final conclusions. The 
Moon should operate as a focusing element and the location of radio brightenings could be 
defined more carefully than in the normal conditions. We investigated this feature. Our results 
are in some parts unexpected and need further investigations.

Keywords: Instrument calibration, partial solar eclipse, radio telescope, solar activity, 
solar radio observations. 

1. INTRODUCTION

Partial solar eclipses happen when the 
Moon comes between the Sun and Earth, 
but the Moon only partially covers the solar 
disk. In general, total solar eclipses and the 
sudden darkening of the sky are perhaps the 
most dramatic things any human can see. 
Partial eclipses are not so unique events 

than the total solar eclipse. Solar eclipses 
are also useful for the instrument calibra-
tion purposes. For instance, getting the 
Moon and the Sun in the same image helps 
in determining and calibrating the accuracy 
of the equipment. During a solar eclipse, 
we can also assess the size and shape of the 
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areas visible on the surface of the Sun with 
radio frequencies more accurately than is 
normally the case, as the edge of the Moon 
acts as a kind of timing mechanism. In addi-
tion, various Sun’s coronal features could 
be studied during the eclipses.

The second partial solar eclipse of the 
year 2022 was on 25 October. It was visible 
from most of Europe, northern Africa, the 
Middle East, and the western parts of Asia. 
In Finland, the magnitude of the partial solar 
eclipse was 62.7 %, which is a relatively 
large coverage that is rarely observed. The 
greatest partial eclipse was in the northern 
Russia with a magnitude of 86.1 %. 

The solar partial eclipse enables us to 
study some calibration issues: the defini-
tion of the quiet Sun level (QSL) brightness 
temperature, the limb brightening, the height 
of the solar chromosphere and a telescope’s 
beam shape, for instance. In this study, we will 
investigate these issues using 14-metre radio 
telescope by Aalto University Metsähovi 
Radio Observatory, Finland. For instance, the 
quiet Sun level (QSL) brightness temperature 
can be defined more accurately since we can 
use a single background (cold sky) value as a 
base value. Normally, separate solar and lunar 
maps have to be made, which means that we 
have to assume that the base value is the same 
in both cases. This is not the most optimal 
way since the prevailing weather conditions 
may affect the results.

The solar limb has as a sharp edge in 
millimetre wavelengths, which is based 
on earlier eclipse observations. It has been 

reported that the depth of the chromosphere 
is about 8000 km at 3 mm [1]. The tempera-
ture range of the chromosphere is reported 
being between 6000 and 20 000 K [2] and, 
in recently, it has been measured to be 8100 
K ± 300 K at 8 mm [3].

At the radio frequencies, total and partial 
eclipses have been studied by [4]–[6]. How-
ever, solar radio observations have been 
done with smaller telescopes, which could 
only record solar total intensity. The radio 
images from the Sun during the solar eclipse 
have rarely been made, only Nobeyama 
Radioheliograph in Japan has made some 
eclipse observations in the past, e.g., https://
solar.nro.nao.ac.jp/120521Eclipse/index_e.
html.  However, any detailed analysis on 
the radio telescope properties during the 
eclipse has not been made.

A centre-to-limb brightening distribu-
tion in the millimetre wavelength has been 
studied earlier, e.g., [2], [7]. The paper [7] 
reported smooth limb brightening in a scale 
of 0.5–2.0 % using radio solar maps from 
Aalto University Metsähovi Radio Obser-
vatory. There have been also discussions 
that limb brightening phenomena is mostly 
artificial effect caused by the observ-
ing instrument. The observations of limb 
brightenings have given varying and even 
contradictory results.

In Section 2, we will present our instru-
mentation and observations. The results are 
presented in Section 3. Finally, the conclu-
sions are made in Section 4, including fur-
ther investigation topics.

2. OBSERVATIONS

The RT–14 at Aalto University 
Metsähovi Radio Observatory (MRO), 
Finland (Helsinki region; E 24:23.35, N 
60:13.04) is a Cassegrain type antenna with 
a diameter of 13.7  m. The usable wave-

length range of the telescope is 13.0 cm–2.0 
mm. In this work, we only used wavelength 
at 8 mm. During solar observations, the 
antenna can be used for solar mapping, 
partial solar mapping, and tracking of any 
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selected areas on the solar disk. We used 
only solar raster maps in this work. In Fig. 
1, a millimetre raster scan map is shown as 

an example. The beam size of the telescope 
is 2.4 arc min at 8 mm. 

Fig. 1. On the upper panel, solar radio map at 8 mm during the partial solar eclipse. Black dots indicate single 
individual observation points. On the lower panel, a single sweep over solar disk is shown. The location of this 

sweep is shown in the upper panel, marked as a red line.
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The receiver is Dicke-type radiom-
eters. The noise temperature of the 8 mm 
receiver is approximately 280 K. It takes 
approximately 125 seconds to make one 
solar radio map, or even faster in 65 sec-
onds with a slight low quality. In addition, 
the dynamic range of the system is wide 
enough that both solar and lunar observa-
tions could be made. In this study, we had 
to use a wider observing window that both 
the Sun and Moon could be observed simul-
taneously. Thus, a single solar (and lunar) 
took approximately nine minutes to make 
one solar radio map. The observational 
data are recorded in intensities. Because the 
measurements are always scaled relative to 
the QSL, the observations are comparable 
over the years. The brightness temperature 

of the QSL at 8 mm is 8100 K ± 300 K. 
The solar emission at 8 mm comes from the 
chromosphere [3], [8]. Taking into account 
the brightness temperature (8100 K ± 300 
K), the emission comes from the low chro-
mosphere.

Figure 1 (upper panel) shows the solar 
radio map during the later part of the par-
tial eclipse. In the lower panel in Fig. 1, the 
single sweep is shown over the solar disk. 
The position of this sweep is marked as a 
red line in the upper panel. The black dots 
indicate single measurement points. Totally, 
48 solar radio maps were observed on 25 
October 2022 even if it was a late part of the 
year and the Sun culminated in rather low 
(< 20 deg.) elevation.

2. RESULTS

2.1. Defining the Brightness Temperature of the Sun at 8 mm

The brightness temperature of the Sun 
could be defined using the Moon brightness 
temperature, since the Moon brightness 
temperature could be estimated accurately. 
The eclipse observation is a unique oppor-
tunity to define the solar brightness tem-
perature because the Sun and Moon could 
be observed simultaneously. For the cali-
bration, the cold sky temperature is needed. 

In the eclipse observations, a common cold 
sky value could be used both solar and lunar 
value calibrations. Usually, the calibration 
will be done during the new moon, which 
means that we have to use two different val-
ues for the cold sky, and we have to assume 
that these values are the same. The solar 
brightness temperature could be defined as 
follows:

where PSun,qsl is marked with a text Quiet Sun Level (QSL), Pmoon,qsl  with a text Moon level 
and Psky with a text Cold sky in Fig. 1 (lower panel). The more accurate definition of PSun,qsl 
and Psky can be found in [3].

By using values, shown in Fig. 1, the 
Sun-Moon power ratio is 32.55 and the 
mean brightness temperature of the Moon 

at 8 mm is 246.2 K during the New Moon 
[3]. Thus, the mean brightness temperature 
of the Sun is 8015 K at 8 mm. This value 
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confirms our previous results: 8100 ± 300 
K [3]. However, it has been noticed that the 
prevailing weather conditions were rather 
unstable, and, in addition, some activity 
(active regions) was in the Sun during the 

partial eclipse. Those make a significant 
contribution to the results. It is really chal-
lenging to deduce what the total impact of 
the solar activity on the final results is. 

2.2. Limb Brightening

On 25 October 2022, there was a strong 
solar activity. 4–5 solar active regions were 
in the Sun (see Fig. 2). The map, shown 
in Fig. 2 is observed with Solar Dynamic 
Observatory (SDO) satellite’s Atmospheric 
Imaging Assembly (AIA) instrument EUV 
(Extreme Ultraviolet) 171 Å wavelength. 
Especially, active regions (AR13125, 
AR13126 and AR13131), which were lo-
cated in the close to the solar limb, make 
a contribution to the calibration results. 
Ideally, the limb brightening investigation 
should be made in the period of low solar 
activity. Figure 3 presents two different 
limb sweep observations. In the upper pan-
el, sweeps are recorded during the eclipse. 
The part of the Sun is partly covered by 

the Moon. In the lower panel, sweeps over 
the solar disk after the partial eclipse are 
shown. Each sweep is done close to the 
equator and as we can see in Fig. 2 there 
is an activity also close to the equator. In 
Figure 3, we can notice limb brightening ef-
fect, especially in the eastern part of a solar 
disk. The scale of the limb brightening is 
about 0.5–3 %, which matches with the re-
sults in [7]. It should be noted that we could 
not detect limb brightening phenomena in 
the western part of the solar disk. This could 
be referring to the instrumental effect or it 
could mean that solar activity was a major 
contributor to the limb brightening. How-
ever, final conclusions should not be made 
based solely on our observations.

Fig. 2. SDO AIA 171 Å EUV map taken during solar eclipse. In the near of western limb, active region (AR) is 
existing. Two different active regions AR13125 and AR1312 are visible in the near of eastern limb. Unclassified, 
based on the Space Weather Prediction Centre (SWPC) by National Oceanic and Atmospheric Administration, 

(NOAA) active region is close to the middle of solar disk.
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Fig. 3. On the upper panel, three different sweeps over the solar disk during the partial eclipse. The Moon has 
cut the left edge. Each sweep has to be made close to equator. On the lower panel, similar sweeps are shown, 

but after the partial solar eclipse and so the Moon does not affect these observations.

2.3. The Height of the Chromosphere

The chromosphere is a rather narrow 
solar atmospheric layer with a distance of 
8000 km. In addition, the beam size of our 
radio telescope (MRO–14) is 2.4 arcmin 
(144 arcsec). It is large compared to the chro-
mosphere depth or even solar disk size. The 
study [9] has shown that the solar radius var-
ies between 979’’ and 999’’ at 8 mm using 
MRO–14 radio telescope over the solar 
cycle. On the lower panel in Fig. 1 a sweep is 
shown over the solar disk during the eclipse. 
The vertical red line indicates a centre point 

of the Sun during the eclipse (marked with 
an arrow on the upper panel in Fig. 1). 

The horizontal red line in the middle 
of the right panel indicates the edge of the 
solar limb. We can notice that distances to 
both limb edges are equal (d1=d2, in lower 
panel of Fig. 1) and no differences can be 
noticed. This indicates that the depth of 
the chromosphere is narrow, but it equally 
means that the beam size of the radio tele-
scope is too large to make any more detailed 
conclusions.
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2.4. Location of the Active Region (Radio Brightening)

Finally, we investigated the location of 
the radio brightening during the eclipse. The 
left panel in Fig. 1 shows an unclassified 
active region near the western solar edge. 
The Moon has not cut it off and it is barely 
visible. In Fig. 4, overlapped solar radio 
maps are shown. On the left panel, we can 
notice that the location of the radio bright-
ening maximum is not the same during the 
eclipse (red contour) and before the eclipse 
(black contour). The distance between 
these maxima is 0.006 deg. (x-direction) 
and 0.0148 deg. (y-direction). The raster 
scan map has been made so that the edge 
of the Moon cuts part of the active region. 
On the right panel, overlapped maps before 
and after the partial solar eclipse are shown. 
There the location of the radio brightening 
maximum is the same. This means that the 
Moon edge has some effect on the location 
of radio brightenings.

We used SDO’s Helioseismic and Mag-
netic Imager (HMI) magnetogram as a 
reference source. The magnetogram maps 
show the solar magnetic field strength in 

the photosphere. The location of the mag-
netic field in the photosphere matches with 
the locations of the radio brightening [10], 
[11]. In Fig. 5, the magnetogram map is 
shown. The red arrow indicates the loca-
tion of the magnetic field maximum. This 
position matches with the location of the 
radio brightening before and after the par-
tial solar eclipse (Fig. 5, right panel). This 
result means that the Moon is not acting 
as a sharpening factor as it was expected. 
The result might be causing very unstable 
atmospheric conditions, which were during 
the partial solar eclipse. Also, a relatively 
large beam size of MRO–14 radio telescope 
(2.4 arcmin) probably causes some issues. 
Also, it might require a denser sweep inter-
val. In current observations, it was roughly 
a beam width (40 mdeg.) divided by two. 
This result could also indicate that the loca-
tion of the magnetic field in the photosphere 
did not match accurately with the locations 
of the radio brightening as it was reported 
earlier.

   

Fig. 4. On the left panel, two overlapped solar radio maps, one is made before the partial eclipse (black) and 
the second one during the eclipse (red). On the right panel, two overlapped solar radio maps, one is made 

before the partial eclipse and the second one after the eclipse.
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Fig. 5. SDO’s Helioseismic and Magnetic Imager (HMI) magnetogram map on 25 October 2022, during the 
partial solar eclipse. The red arrow indicates the location of the magnetic field strength maximum.

3. CONCLUSIONS

Unfortunately, the prevailing weather 
conditions were rather poor with thick 
clouds and rain showers during the partial 
eclipse day. This meant that we could not 
observe faster solar radio maps. Wuth this 
method, we could have achieved less than 
a seven minute time resolution. In addition, 
the date of the partial eclipse was not the 
most favourable since the Sun culminated 
already in 20 degrees and longer solar 
observation run was not possible.

We showed that the partial solar eclipse 
enabled various radio telescope calibration 
observations. In addition, some scientific 
conclusions could be made. We also got 
the confirmation of our previous results, 
e.g., solar brightness temperature. The next 

partial solar eclipse in Finland will be in 
2025. The period is close to the maximum 
of Solar Cycle 25. This has to be taken into 
account in the planning process. Hopefully, 
we could repeat our observations during 
the next partial solar eclipse with better 
prevailing weather conditions. Our results 
emphasize the significance of the prevail-
ing weather conditions when doing ground-
based observations for calibration purposes. 
This is also true in solar observations. In 
addition, we noticed that radio telescope 
beam size should be small enough that all 
calibration studies could be made properly. 
Moreover, we have to investigate whether is 
it possible to realize some of these calibra-
tion measurements also in some other form, 
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so that the solar eclipse observations are 
not always mandatory. We did not evalu-
ate telescope side lobe (e.g., [2]) properties 

during this partial solar eclipse. This could 
be an interesting topic for further research.
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This article describes the synthesis of nanostructured cobalt oxide on iron wires and its 
application for the detection of hydrogen peroxide as working electrode for non-enzymatic 
electrochemical sensor. Cobalt oxide was obtained by the hydrothermal synthesis method using 
chloride and acetate anions. The resulting nanostructured coating obtained from the chloride 
precursor is a uniform homogeneous porous network of long nanofibers assembled into regular 
honeyсomb-like formations. In the case of an acetate precursor, instead of nanofibers, petal-like 
nanostructures assembled into honeycomb agglomerates are observed. The structure, surface, 
and composition of the obtained samples were studied using field-emission scanning electron 
microscopy along with energy-dispersive spectroscopy and X-ray diffractometry. 

The resultant nanostructured specimens were utilized to detect H2O2 electrochemically 
through cyclic voltammetry, differential pulse voltammetry, and i-t measurements. A compara-
tive research has demonstrated that the nanostructures produced from the chloride precursor 
exhibit greater sensitivity to H2O2 and have a more appropriate morphology for designing 
a nanostructured sensor. A substantial linear correlation between the peak current and H2O2 
concentration within the 20 to 1300 μM range was established. The Co3O4 electrode obtained 
exhibits a sensitivity of 505.11 μA·mM−1, and the electroactive surface area is calculated to 
be 4.684 cm2. Assuming a signal-to-noise ratio of 3, the calculated limit of detection is 1.05 
μM. According to the interference study, the prevalent interfering agents, such as ascorbic 
acid, uric acid, NaCl, and glucose, do not influence the electrochemical reaction. The obtained 
results confirm that this sensor is suitable for working with complex analytes.The actual sam-
ple assessment demonstrated a recovery rate exceeding 95 %. 

Keywords: Electrochemical sensor, cobalt oxide, cyclic voltammetry, hydrogen peroxide, 
nanostructures.
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1. INTRODUCTION

Hydrogen peroxide is a strong oxi-
dant and has found wide application in 
chemical industry, paper production, 
medicine and food industry. [1] Since 
hydrogen peroxide is considered rela-
tively safe for humans [2]–[5] it has 
found wide application as a bleaching 
and disinfecting agent in various house-
hold chemicals, cosmetics and medi-
cal products. In a number of countries, 
hydrogen peroxide is used for water 
treatment [6]–[8] and preservation of 
food products (for example, milk) [9], 
[10]. 

In living organisms, hydrogen per-
oxide is formed as a result of incomplete 
reduction of oxygen during metabolism 
and is one of the most important reactive 
oxygen species, which are a by-product 
of many physiological and pathophysi-
ological processes, such as metabo-
lism, iron proliferation and homeosta-
sis, antioxidant and anti-inflammatory 
response, response to DNA damage 
and many others. That is why various 
reactive oxygen species (and H2O2, in 
particular) are always present in living 
organisms in small concentrations [11]. 

However, when the antioxidant 
defense of the body fails and the con-
centration of reactive oxygen species 
exceeds natural values, an ​oxidative 
stress occurs. Oxidative stress leads 
to a damage of nucleic acids, proteins 
and lipids, which is the cause of vari-
ous pathological conditions, such as 
accelerated aging of the body, neuro-
degeneration, and can also provoke the 
development of serious diseases such as 
atherosclerosis and diabetes [12]–[16].

An increase in the concentration of 
hydrogen peroxide can also be associ-

ated with cancer: it has been proven 
that malignant tumor cells contain up to 
100 μM H2O2, while the concentration 
of H2O2 in normal cells usually does 
not exceed 20 nM [17]–[20]. For some 
types of cancer, such as lung cancer, an 
increase in the concentration of H2O2 
in the exhalation is characteristic [18], 
as well as an increase in the concentra-
tion in the blood [21]–[23]. That is why 
the determination of the concentration 
of hydrogen peroxide in the blood and 
other biological fluids can serve as an 
additional method for diagnosing these 
diseases [24]–[26]. 

In various publications, the concen-
tration of H2O2 in the blood plasma of 
a healthy person is indicated in a very 
wide range from 1 μM to 40 μM. The 
indicated maximum, although not fatal, 
is quite stressful and destructive for the 
cells. Probably, overestimated concen-
tration values ​​were obtained as a result 
of the peculiarities of the measurement 
protocol and under the influence of 
interfering substances that contribute 
to the obtained value. Since the level of 
hydrogen peroxide in living organisms 
is maintained by regulatory mecha-
nisms, and in particular by peroxidase 
and catalase, the most probable con-
centration of peroxide in the blood of 
a healthy individual is in the range of 
1–5 μM. However, the possibility of an 
increase in the concentration of hydro-
gen peroxide due to the presence of the 
aforementioned diseases should not be 
ruled out. Therefore, during the experi-
ment it is very important to carefully 
study the influence of other substances 
on the accuracy of the measurement in 
order to exclude the possibility of the 
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influence of interferents and to distin-
guish a false increase in concentration 
due to the influence of foreign sub-
stances from an increase caused by a 
disease. In addition to medicine, rapid 
and accurate determination and control 
of the H2O2 concentration is an impor-
tant task in many other areas, including 
pharmaceuticals [27], [28], food pro-
duction [29]–[32], and environmental 
protection [33].

A number of conventional methods 
used for concentration measurements for 
various chemicals (such as titration [34], 
[35], chemiluminescence [36], [37], and 
spectrophotometry [38]–[40]) are not 
suitable for H2O2 determination. These 
methods have a list of disadvantages 
such as the need for complex equipment 
(as a result, the need to transport the 
sample to the laboratory), low sensitiv-
ity, significant measurement time, and 
the need for manual sample preparation. 
These factors can significantly affect the 
measurement accuracy due to degrada-
tion of samples and changes in the con-
centration of hydrogen peroxide due to 
its natural decomposition in the process 
of sample storage and preparation.

Therefore, at present, the method of 
electrochemical detection has become 
widespread [41]–[44]. This method is 
simple, fast, and accurate. The selec-
tivity of this method allows to avoid a 
false increase in concentration and elim-
inating the influence of interfering sub-
stances [45], [46]. Based on this method, 
it has already become possible to create 
portable devices that allow measure-
ments to be taken directly at the place 
of sampling without transportation. This 
can be relevant both in the field of med-
icine and in the field of environmental 
monitoring, in particular for monitoring 
the quality of wastewater.

 Electrochemical measurements use 
working electrodes that can either be 
modified or unmodified. Modified elec-
trodes are functionalized with redox-
active enzymes to ensure accurate and 
selective measurements, such as the 
widely used horseradish peroxidase for 
detecting hydrogen peroxide [47]–[50]. 
However, using enzymes comes with 
significant drawbacks, such as increased 
production costs and reduced electrode 
stability due to their vulnerability to 
thermal and chemical damage. To over-
come these drawbacks, non-enzymatic 
electrochemical sensors are becoming 
more popular, where H2O2 interacts 
directly with the electrode material, 
resulting in catalytic processes that pro-
duce an unambiguous electrochemical 
response [51]–[54].

Carbon materials [20], as well as 
thin films of metals [55], [56],  and metal 
oxides [57], [58] are widely used as sen-
sor materials. Utilizing these substances 
in the nanopowder and nanostructure 
configuration enables a substantial 
enhancement in sensor sensitivity by 
multiplying the active surface area of 
the functioning electrode[59].

Among the nanostructured materials 
used, cobalt oxide (Co3O4) is a promis-
ing candidate [60], [61].

Cobalt oxide is widely employed in 
supercapacitors and sensors for vari-
ous applications, including glucose and 
hydrogen peroxide sensors. It exhibits 
diverse morphologies such as nano-
cubes, nanoplates, and nanowhiskers, 
which can be controlled by altering 
the precursor ions during hydrothermal 
synthesis (commonly chloride, nitrate, 
acetate, and cobalt sulfate) and incor-
porating structure-directing agents like 
ammonia, ethanol, and alkali solutions.

A commonly used method to apply 
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Co3O4 nanostructures onto electrodes 
involves obtaining them as a powder 
[62], followed by dipping or drop coat-
ing techniques with a porous substrate 
[63] or binder polymers [64]. However, 
this approach has drawbacks, such as 
uneven suspension distribution leading 
to variations in electrochemical prop-
erties, repeatability issues, poor adhe-
sion, and low mechanical stability of 
the coating. These challenges can be 
overcome by utilizing a hydrothermal 
growth process, enabling the epitaxial 
growth of well-ordered nanostructured 
layers directly onto the wire electrode 
substrate, facilitated by specific anions 
or additives. 

This technique results in the forma-
tion of nanostructures with a significant 
active surface area, facilitating an effi-
cient electron charge transfer between 

Co3O4 nanostructures and the substrate 
due to high-density honeycomb-like 
nanostructured aggregates.

This article focuses on the prepara-
tion of nanostructured Co3O4 electrodes 
using the hydrothermal method and 
demonstrates the exceptional selectiv-
ity and sensitivity of the resulting wire 
electrodes in electrochemically detect-
ing H2O2. The study also investigates 
the influence of precursor anions on the 
nanostructure’s morphology and, conse-
quently, the sensor’s sensitivity. Essen-
tial electrochemical measurements have 
been performed to determine H2O2 con-
centrations in aqueous solutions using 
the developed sensor, and experiments 
have been conducted to detect H2O2 in 
real samples of UHT milk and contact 
lens storage liquid.

2. MATERIALS AND METHODS

2.1 Materials

Merck was the source of Cobalt(II) 
chloride hexahydrate (CAS number: 7791-
13-1), cobalt(II) acetate tetrahydrate (CAS 
number: 6147-53-1), hexamethylenetetra-
mine CH4N2O (CAS number: 100-97-0), 
sodium hydroxide (NaOH, CAS number: 
1310-73-2), and 30% hydrogen peroxide 
solution (H2O2, CAS number: 7722-84-1). 
The reagents were of at least 99.8% purity. 
Ascorbic acid (C6H8O6, CAS number: 
50-81-7), uric acid (C5H4N4O3, CAS num-

ber: 69-93-2), glucose (C6H12O6, CAS num-
ber: 50-99-7), and sodium chloride (NaCl, 
CAS number: 7647-14-5) were procured 
from Sigma Aldrich and were also of at 
least 99.8% purity. The laboratory obtained 
distilled water. Iron wire (99.9% purity, 2 
mm thickness) and Ag/AgCl wire were pro-
cured from Sigma Aldrich and A-M Sys-
tems, USA, respectively. Additionally, car-
bon rods (5 mm diameter) were purchased 
from Sigma Aldrich.

2.2 Co3O4 Layer Synthesis on Iron Wire

Iron wire was used as a base to obtain 
the nanostructured layer. Prior to the 
synthesis of the nanostructured coating, 
the wire was treated with fine sandpaper 
and immersed in 0.1 M HCl to increase 

the roughness of electrode surface and 
improve the adhesion of the nanostruc-
tures. An equimolar aqueous solution of 
0.1 M CoCl2*6H2O and CH4N2O was 
mixed in 80 mL distilled water to form 
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a red violet growth solution. The solu-
tion was stirred until the solid reagents 
dissolved completely and then moved 
with the pretreated iron wire together 
into a 100 mL glass beaker covered 
with a glass lid in the preheated oven. 
The growth took place at 5 h and 95 ºC, 
resulting in a dull pink Co(OH)2 coat-
ing on the wire. Once cooled to room 
temperature, the substrate was rinsed 
with deionized water multiple times to 
eliminate any leftover reagents and sub-
sequently dried at 80ºC overnight. The 
growth process was followed by ther-
mal decomposition of Co(OH)2 for 1 h 
at 450 ºC to obtain Co3O4. After anneal-
ing, a black, homogeneous Co3O4 coat-
ing was observed on the wire surface.

To investigate how the acetate anion 
affects the morphology of Co3O4 nano-

structures, 0.1 M (CH3COO)2Co*4H2O 
was used. The rest of the synthesis pro-
cess took place under the same param-
eters as in the case with the use of cobalt 
chloride.

The surface morphology of the nano-
structured Co3O4 samples was examined 
using field-emission scanning electron 
microscopy (FESEM, Tescan MAIA 3), 
while energy-dispersive spectroscopy 
(EDS, Inca Synergy) was used to deter-
mine their chemical composition. The 
crystalline structure of the samples was 
determined using an X-ray diffractom-
eter (RIGAKU Smart Lab, Cu Kα [λ = 
1.543 Å]), which employed a parallel 
beam scanning geometry and an addi-
tional Ge(220) × 2 bounce monochro-
mator.

3. ELECTROCHEMICAL MEASUREMENTS

To ensure an improved electrical con-
tact with the equipment, wire samples 
coated with nanostructures were cut into 3 
cm long pieces, and the end of one side was 
stripped to expose pure iron over a length 
of 1 cm. The measurements were conducted 
using an electrochemical station (Zanher, 
Germany), employing a three-electrode cell 
setup. The cobalt oxide-coated iron wire 
served as the working electrode, a 2 mm 
diameter Ag/AgCl wire acted as the refer-
ence electrode, and a 5 mm diameter car-
bon rod functioned as the counter electrode. 
Cyclic voltammetry (CV) was performed 
within the range of -1.3 V to 0.5 V vs Ag/
AgCl, with an initial potential of 0 V and a 
scan rate of 100 mV·s-1. A buffer solution 
of 0.1 M NaOH was utilized. For the detec-
tion of H2O2, concentrations ranging from 
0.2 mM to 5 mM were employed, includ-
ing 0.2, 0.4, 0.6, 0.8, 1, 2, 3, 4, and 5 mM. 

Each concentration was tested five times, 
and the resulting graphs in subsequent sec-
tions represent the averaged data from all 
measurements. The relationship between 
the electrochemical current response and 
solution pH and scanning speed was ana-
lysed to achieve maximum sensitivity of 
the sensor. Impedance spectroscopy was 
performed across a frequency range of 1 
Hz to 100 kHz, with an applied signal volt-
age of approximately 0.25 V. To investigate 
the current response, a fixed voltage of U = 
-1.23 V vs Ag/AgCl was applied to the cell, 
and the resulting current was measured. A 
buffer solution of 0.1 M NaOH was used for 
the experiment. Initially, the measurement 
was conducted in a buffer solution without 
hydrogen peroxide, allowing for a stabiliza-
tion period of 120 s. Subsequently, 20 µM 
portions of H2O2 were added at intervals of 
120 s. The concentration of H2O2 ranged 
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from 20 µM to 1300 µM, with increments 
of 20 µM in the range of 0–200 µM, 50 µM 
in the range of 250–700 µM, and 100 µM in 
the range of 800–1300 µM. The measure-
ment was carried out with continuous stir-
ring using a magnetic stirrer. 

To examine the interference of com-
monly encountered substances, a constant 
voltage of U = -1.23 V vs Ag/AgCl was 
applied to the cell, and the resulting current 
was measured. A buffer solution of 0.1 M 
NaOH was used for the experiment. The 
measurement began with a pure buffer solu-
tion (0 µM H2O2), and every minute, H2O2 
or an interferent was added to the solution at 
a concentration of 100 µM. The substances 
were added in the following order: H2O2, 
ascorbic acid, uric acid, glucose, and NaCl. 
This cycle was repeated three times, and 
the measurement was conducted with con-
tinuous stirring using a magnetic stirrer. To 

demonstrate the practical application poten-
tial of Co3O4 nanostructured electrodes 
in electrochemical sensor development, 
ultra-high temperature processed (UHT) 
milk and contact lens storage solution 
were investigated. These substances have 
complex compositions and were chosen to 
assess the impact of the sample matrix on 
the sensor’s accuracy. Milk with 3.2% fat 
content was purchased from a local super-
market, and contact lens storage solution 
(Diviniti Ocean Moist multi-purpose con-
tact lens care solution) was obtained from 
a local optical salon. To minimize the influ-
ence of the sample matrix, the milk and lens 
storage solution was diluted in a 1:2 ratio 
with a standard 0.1 M NaOH buffer solu-
tion. The amperometric response method 
was employed for the analysis, with U = 
-1.23 V vs Ag/AgCl.

4. RESULTS AND DISCUSSION

As a result of the hydrothermal synthe-
sis, a homogeneous black coating with good 
adhesion to the surface has been obtained. 
High mechanical resistance allows for the 
pretreatment of samples necessary for the 
electrochemical measurements to be carried 
out and storage without loss of their quality. 

SEM images of the Co3O4 nano-
structures with nanoporous morphology 
obtained from the precursor of cobalt chlo-
ride and urea are shown in Fig. 1(a–b). The 
surface of the wire is covered with a homo-
geneous porous network of long nanofibers 
assembled into regular honeyсomb-like for-
mations.

The acetate anion has effectively 
changed the morphology of the Co3O4 
nanostructures. A network of honey-
comb formations is still observed on 
the surface; however, instead of nano-

structured fibers, they consist of very 
thin petal-like structures. In addition, 
the honeycombs themselves are much 
smaller in size compared to the chloride 
anion-assisted ones.

The formation of the honeycomb-like 
nanoporous Co3O4 structures typically 
involves the following reactions: [65]:

CoCl2 → Co2+ + 2Cl-	  (1)

(H2N)2-CO + 2H2O → 2NH3 + CO2                 (2)

NH3 + H2O → NH4+ + OH-                         (3)

Co2+ + 2OH- → Co(OH)2                       (4)

3Co(OH)2 → Co3O4 + 2H2O + H2                  (5)

During annealing, the Co(OH)2 com-
pound undergoes a thermodynamically 
unstable state and transforms into the Co3O4 
phase [66].
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Fig. 1. The study of the anion effect on the morphology of the Co3O4 nanostructures. Co3O4 
nanostructures obtained from the precursor of cobalt chloride and urea (a-b), Co3O4 nanostructures 

obtained from the precursor of cobalt acetate and urea (c–d).

According to [67], a proposed 
growth mechanism for Co3O4 nanow-
ires involves the initial generation of 
Co nuclei, which gradually undergo a 
transformation into small nanoparticles. 
These nanoparticles then serve as nuclei 
for the growth of larger particles. This 
growth process is energetically favor-
able due to a decrease in surface energy 
as the nanoparticle size increases. To 
minimize surface energy, the small 
nanoparticles undergo an aggregation 
process, leading to the formation of 
larger nanoparticle aggregates.

The dynamic behavior of these 
aggregates enables them to move within 
the solution and come into contact with 

neighboring nanoparticles. As a result, 
they merge together, forming short chain 
structures that act as templates for the 
formation of elongated rod-like struc-
tures. During the later stages of growth, 
attaching new Co nuclei to existing 
nanoparticle agglomerates becomes 
more energetically favorable than creat-
ing individual nanoparticles. As a result, 
the chains formed during this stage fur-
ther develop into complete nanofibers, 
exhibiting an increase in linear dimen-
sions based on the growth anisotropy 
along various crystallographic planes. 

Since the nanofibers are quite thin 
and long, they are not able to maintain 
a vertical position, so they tilt, meet 
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with neighboring structures, and con-
tinue growing in groups to form a cel-
lular surface structure. The variation 
in the morphology of nanostructures 
achieved by using cobalt acetate as the 
precursor can be elucidated as follows. 
Acetate ions possess surfactant proper-
ties, functioning as capping agents dur-
ing the growth of nanostructures. These 
ions contain charged regions that can 
selectively attach to specific crystallo-
graphic planes, impeding growth along 
those directions and stimulating growth 
in atypical directions.

In the case of cobalt acetate, the 
growth of nanofibers in length is hin-
dered as acetate ions block this par-
ticular growth direction. Instead, the 
formation of 2D structures becomes 
prominent. Moreover, the extensive 
blocking of numerous crystallographic 
planes restricts the complete develop-
ment and enlargement of the initial gen-
eration nanostructure. Consequently, 
recurrent renucleation and attachment 
occur, resulting in the formation of sec-

ond-generation nanostructures. These 
nanostructures are often smaller in size 
and exhibit lower crystallinity.

As a result, a network of second-gener-
ation nanostructures is established, and the 
overall nanostructured coating possesses 
reduced crystallinity compared to the origi-
nal process conducted without acetate ions. 
This observation is further supported by the 
X-ray diffraction pattern of the obtained 
samples (Fig.  2). Specifically, the nano-
structures produced with the presence of 
acetate ions exhibit less prominent peak 
heights corresponding to crystallographic 
planes and demonstrate a higher amorphous 
background.

In addition, EDS microanalysis con-
firmed the high chemical purity of the 
obtained samples. The composition of 
the samples consists of cobalt (47.22 
at. %) and oxygen (52.78 at. %) atoms, 
indicating the absence of any foreign 
impurities. This analysis further sup-
ports the quality and integrity of the 
Co3O4 nanostructures. Figure 2 displays 
the results of XRD analysis. 

Fig. 2. X-ray diffraction pattern of CO3O4 nanostructured samples synthesized via the hydrothermal method. 
The red and black curves correspond to the chloride anion-assisted structures and the acetate anion-assisted 

samples, respectively.
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The peaks shown in the graph corre-
spond solely to Co3O4, indicating a high 
purity of both samples without any extra-
neous phase inclusions. While the presence 
of a background suggests the existence of 
an amorphous phase, the clear and distinct 
peaks demonstrate the crystalline nature of 
the obtained Co3O4 nanofibers. The X-ray 
diffraction pattern exhibits multiple crystal-
lographic planes related to the Co3O4 lat-
tice, with the dominant orientation perpen-
dicular to the (3,1,1) planes. As illustrated 
in Fig. 2, the intensity of the peak for the 
(3,1,1) plane is higher for the chloride pre-
cursor sample than that for the acetate pre-
cursor sample, indicating a higher level of 
crystallinity in the former.

To assess the performance of the nano-
structured electrode, cyclic voltammetry 
(CV) was employed at a scan rate of 100 
mV·s−1 in a 0.1 M NaOH electrolyte for 
the detection of H2O2. Figure 3a presents 
the CV results obtained with and without 
the addition of H2O2 to a 0.1 M NaOH buf-
fer solution, focusing on Co3O4 nanofibers 
derived from chloride anions. Notably, the 
Co3O4 modified electrode displayed two 
distinct pairs of clearly defined redox peaks 
[68].

In the presence of 0.1 M NaOH, the 
Co3O4 electrode exhibited anodic peaks at 
approximately -0.8 V (peak I) and -0.15 
V (peak II), along with cathodic peaks at 
around -1.23 V (peak III) and 0.35 V (peak 
IV). These peaks corresponded to the oxi-
dation and reduction processes of cobalt 
phases. The reversible transition between  

Co3O4 and CoOOH was attributed to 
the redox peak pair I/III, while the further 
conversion between CoOOH and CoO2 was 
ascribed to another redox peak pair II/IV 
[68]. These two reversible reactions can be 
described as follows [69]–[71]:

Co3O4 + OH- + H2O → 3CoOOH + e-        (6)
CoOOH + OH- → CoO2 + H2O + e-         (7)

Upon the addition of 0.2 mM H2O2 into 
the buffer solution, the shape of the CV 
curve significantly changed with a signifi-
cant increase in the peak current for the oxi-
dation peak (I) and reduction peak (III).

The peak (III) current value increases 
linearly with an increase in the concentra-
tion of the added H2O2. Peak (I) increases 
less pronouncedly; moreover, with increas-
ing concentration, its position along the x 
axis shifts, reaching -0.7 V for high con-
centrations. With the addition of H2O2, 
peak (II) shows no visible changes over the 
entire range of concentrations. Peak (IV) 
also changes slightly with the addition of 
various concentrations of H2O2.

The mechanism [68]–[70], [72]–[74] 
of the electrocatalysis of H2O2 is shown in 
Eq. (8):

6CoOOH + H2O2 → 2Co3O4 + O2 + 4H2O       (8)

The CV results for the Co3O4 petal-
shaped nanostructures obtained from the 
acetate precursor are shown in Fig. 3b. It 
can be seen that when peroxide is added, 
the height of peak (III) is significantly 
lower than for similar concentrations in 
the case when fiber-like samples are used 
(Fig. 3a). This indicates a lower sensi-
tivity and, as a result, the effectiveness 
of this morphology for H2O2 detection. 
This may be due to the low crystallinity 
of this morphology and the blocking of 
active bonds by acetate ions. In addition, 
the resulting nanopetals are very thin and 
can stick together under the influence of 
the weight of the liquid, which signifi-
cantly reduces the working surface area. 
Therefore, later in this article, fiber-like 
nanostructures are considered.
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Fig. 3. (a) CV results of a nanostructured Co3O4 film derived from chloride anions. Measurements 
were performed at a scan speed of 100mV/s in  a 0.1 M NaOH buffer solution (pH = 13) containing 

0-5mM H2O2. (b) CV results of a nanostructured Co3O4 film derived from acetate anions at the 
same measurement conditions. (c) The results of CV measurements obtained at different pH values 

of the buffer solution. Measurements were conducted in NaOH solution containing 5 mM H2O2 
at a scan rate of 100 mV/s. (d) The results of CV measurements obtained at different scan rates. 
Measurements were conducted in a 0.1 M NaOH solution containing 5 mM H2O2. (e) Working 

electrode stability study over multiple CV cycles (n = 50). Measurements were conducted in a 0.1 
M NaOH solution containing 5 mM H2O2. (f) Electrode EIS analysis with a frequency range of 1 

Hz to 100 kHz at an applied 0.25V signal voltage. Measurements were conducted in a 0.1 M NaOH 
solution before and after adding 0.5 mM H2O2.
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The electrochemical response of Co3O4 
nanofiber arrays towards 5 mM H2O2 was 
studied using CV at different scan rates rang-
ing from 40 to 100 mV·s-1 (Fig. 3d). It was 
observed that the electrocatalytic reduction 
peak current towards H2O2 increased with 
the increase in scan rates. This indicates 
that the Co3O4 nanofiber electrode performs 
better for H2O2 detection at a scan rate of 
100 mV·s-1.The CV responses of Co3O4 
nanofiber arrays were examined at numer-
ous concentrations of NaOH with the aim 
of determining the effect of pH levels of 
the buffer solution on the sensing effective-
ness towards H2O2 (Fig. 3d). The absence 
of characteristic peaks in the pH range of 
10 to 11.5 suggests that the electrocata-
lytic reduction of H2O2 is not efficient. The 
appearance of minimal peaks is observed 
at pH=12, while the best results with an 
intense reduction peak and a maximal cur-
rent value are obtained at pH=13. 

Several studies have emphasized the 
importance of a high pH level in the buf-
fer solution for efficient catalysis of H2O2 
by transition metal oxide catalysts during 
the electrochemical process. This leads to 
an increased cathodic peak current density 
[69], [75]. Typically, a 0.1 M NaOH or 
KOH solution suffices to ensure a favorable 
catalytic response. The presence of OH- 
ions, generated from oxyhydroxide prod-
ucts, plays a crucial role in the diffusion 
process within the nanostructured layer. 
This enhances the conductivity of the oxy-
hydroxide, surpassing that of the hydrox-
ide, and promotes a more efficient transfer 
of charge towards the wire substrate. Con-
sequently, applying a negative potential 
activates the Co3O4 electrode in an alkaline 
solution, enabling successful detection of 
H2O2 [75].

The stability of the electrode was evalu-
ated over multiple cyclic voltammetry (CV) 
cycles (n=50), as shown in Figure 3e. It can 

be observed that the cycles overlap, and the 
current peak value only undergoes slight 
changes over time. This indicates that the 
electrode stabilizes after the second scan-
ning cycle. The minor differences observed 
during the first scanning cycle can be attrib-
uted to wetting processes occurring within 
the highly porous nanostructured layer.

Figure 3f depicts the electrochemi-
cal impedance spectroscopy (EIS) curve 
obtained before and after adding 0.5 mM 
H2O2, accompanied by the corresponding 
equivalent circuit. Notably, the absence of 
characteristic semicircles, formed by the 
circuit elements’ RC components, can be 
explained by the low charge transfer resis-
tance and the prevalence of Warburg diffu-
sion over other processes within the electro-
chemical system. The diffusion coefficient, 
derived from the graph, was found to be 
1.237·10-7 cm2·s-1. The active surface area 
of the electrode can be determined using 
Equation (9) from the Randles–Sevcik 
equation [76]–[78].

Ip = (2.69·105)n3/2 AC*D 1/2v1/2,         (9)

where Ip represents the redox peak cur-
rent (in μA), n expresses the number of 
electrons transferred during the redox 
reaction, A is the effective surface of the 
working electrode (cm2), C* is the con-
centration of NaOH in buffer solution  
(mol·cm−3), D is the solution diffusion 
coefficient (NaOH = 1.237·10-7 cm2·s-1) 
and ν represents the scan rate (100 
mV·s−1). The calculated electrochemi-
cally active surface area was found to 
be 4.684 cm2, while the active surface 
area of the wire without considering 
the contribution of the nanostructures 
was 1.256 cm2. The presence of porous 
honey-comb-like nanostructured arrays 
of Co3O4, coupled with the large specific 
surface area, allows for easy electrolyte 
access and H2O2 diffusion towards the 
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highly available active sites, leading to 
an improved electrocatalytic process. 
Typical graphs of the amperometric 

response for the nanostructured Co3O4 
electrodes are presented in Figs. 4a and 
4b.

Fig. 4. The figure show (a) the i-t response of the nanostructured Co3O4 electrode in 0.1 M NaOH 
buffer solution with gradual addition of H2O2 at concentrations ranging from 20 to 1300 μM, 

and (b) the corresponding sensor calibration curve. Three steps for the interference study of the 
nanostructured Co3O4 electrode in 0.1 M NaOH is shown in (c) with stepwise addition of H2O2 at 
concentrations ranging from 100 to 300 μM, along with the most common interfering substances, 

such as (1) ascorbic acid, (2) uric acid, (3) glucose, and (4) NaCl. (d) The stability study is presented 
for the nanostructured Co3O4 samples stored under ambient conditions and in a vacuum desiccator.

Upon addition of H2O2, the ampero-
metric response of the nanostructured 
Co3O4 electrode exhibits rapidity, sta-
bility, and high sensitivity. The current 
attains a steady-state value in a mat-
ter of seconds and remains relatively 
constant until the next dose of H2O2 is 
introduced, thereby generating a well-
defined current step that is appropriate 
for determining the current response. 
The calibration curve depicting the cor-

relation between the catalytic current 
values and the H2O2 concentration in 
the buffer solution is presented in Fig. 
4b. A linear relationship between the 
current and the concentration of H2O2 
was observed in a broad range of con-
centrations spanning from 20 to 1300 
μM, with a correlation coefficient (R) 
of 0.99969. The sensitivity of the Co3O4 
electrode was determined to be 505.11 
μA·mM-1. By considering a signal-to-
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noise ratio of 3, the calculated limit 
of detection (LOD) was found to be 
1.05 μM. 

According to publications [79]–[81], 
for effective milk antibacterial treat-
ment, a minimal H2O2 concentra-
tion of 0.01 %, which is equivalent to 
2.9 mM, is used. This value signifi-
cantly exceeds the calculated LOD for 
our sensor. If we consider biomedicine 
as a potential application of our sensor, 
the likely range of H2O2 in biological 
fluids (in particular, in blood plasma) 
is in the range 1–5 μM [82, 83], which 
is also within the sensitivity of this sen-
sor. This proves the significance of the 
sensor described in this article for food 
analysis and further potential applica-
tions in healthcare and diagnostics. This 
sensor can also be successfully used to 
determine concentrations that are obvi-
ously lower than calculated LOD value. 
In this case, a standard sample recovery 
test is performed and for this purpose 
the samples are spiked with different 
amounts of H2O2 above the detection 
threshold.

To ensure effective application in the 
analysis of complex analytes, it is cru-
cial to establish high selectivity for the 
sensor. To achieve this, the selectivity of 
the Co3O4 wire electrode was assessed 
using four interferents: ascorbic acid, 
uric acid, glucose, and NaCl. These 
compounds are commonly present in 
biological fluids and food products, and 
are often encountered alongside H2O2 
in clinical and pharmaceutical applica-
tions. They may potentially cause false 
increasing of amperometric response 
due to their oxidizing nature and ability 
to interact with Co3O4 nanostructures. 
Figure 4c shows the amperometric 
response after introducing 0.1 mM H2O2 
and 0.1 mM interferent sequentially. 

The response does not surpass the back-
ground noise value, indicating that the 
nanostructures are not sensitive to these 
substances and thus confirming the high 
selectivity of the sensor towards H2O2 
detection.

To evaluate the long-term stabil-
ity of the nanostructures, the samples 
were stored under ambient conditions 
(20 °C, 40 % relative humidity) for one 
and four weeks, and CV measurements 
were taken every two days to assess the 
stability of the nanostructured electrode 
by measuring the degree of reduction 
of the current peak value. The results 
showed that the signal level remained 
not less than 95  % of the initial value 
for samples stored for one week, but 
decreased to 90  % of the initial value 
for samples stored for four weeks at 
ambient condition. Previous studies 
have suggested that storing CuO and 
ZnO nanostructures in a vacuum des-
sicator can significantly reduce sample 
degradation, so a similar experiment 
was conducted for Co3O4. After a week 
of storage in the desiccator, the samples 
did not lose their original electrochemi-
cal properties at all, and after a month of 
storage, they retained 95 % of the initial 
value of the signal (as shown in Fig. 4d). 
SEM was used to investigate the influ-
ence of storage time on the morphology 
of the samples, and the results showed 
no visual changes in the morphology of 
the nanostructures even after four weeks 
of storage under ambient conditions. 
Therefore, it can be concluded that the 
decrease in sensor sensitivity is mainly 
due to the adsorption and binding of 
atmospheric moisture by the developed 
surface of nanostructures, and this effect 
can be reduced by storing samples in a 
vacuum or by preliminary annealing at a 
temperature of about 100 ºC. 
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The exceptional stability of these 
electrodes enables their preparation for 
future use and the effective preserva-
tion of unused electrodes. It is worth 
emphasizing that the utilization of these 
electrodes is highly environmentally 
sustainable and does not contribute 
to additional waste generation, unlike 
plastic chips and polymer substrates. 
The employed electrodes can be eas-

ily cleansed of the nanostructured layer 
through chemical methods or grind-
ing, while the underlying wire can be 
resurfaced with new nanostructures, 
enabling its reuse. The results of this 
study are comparable to those of several 
published studies where cobalt oxide 
nanostructures were used for electrode 
modification for H2O2 detection (as 
summarised in Table 1).

Table 1. Analytical Performance of the Obtained Co3O4  
Compared to Other Reported Cobalt Oxide Based H2O2 Sensors

Electrode Morphology of 
nanostructures

Linear range 
(μM)

Sensitivity 
(μA·mM-1) LOD (μM) Source

Co3O4/GCE Hollow-sphere 0.4–2200 120.55 0.105 [68]
CoO-CoS/NF Sheet-like 2–954 590 0.890 [69]
Co3O4–rGO/GCE Wire-like 15–675 456 2.4 [72]
Co-MOF/GCE Powder 5–9000 83.10 3.76 [73]
Co3O4/GCE Nanocolumns 100–2000 - 0.28 [75]
Co3O4 SPCE Nanourchins 0.1–50 24 0.145 [70]
Co3O4@CNBs/GCE Nanoparticles 0.01–359 - 0.00232 [74]
Co3O4 NPs/GE Nanoparticles - - 0.0217 [84]
Co3O4/FeWire Nanowires 20–1300 505.11 1.05 This work

The comparison table reveals that the 
sensitivity of the electrode discussed in 
this study is among the highest when com-
pared to other sources. Although the limit 
of detection (LOD) value is relatively low, 
there are sources with both higher and lower 
values than the one reported in this article. 
However, this is not a significant draw-
back as the high sensitivity of the material 
holds the potential for achieving a lower 
LOD by optimizing the design of a custom-
ized electrochemical cell, increasing the 
working surface area of the electrode, and 
implementing additional mathematical pro-
cessing techniques. Furthermore, the spike 
method described earlier can be employed 
to determine concentrations below the 
detection limit.

It is important to emphasize that 
even with the current performance, 
the electrode is already suitable for its 

intended applications since the normal 
levels of hydrogen peroxide in biologi-
cal and pharmaceutical samples gener-
ally exceed the detection threshold.

Another notable advantage of our 
electrode compared to others is its acces-
sibility, low cost, and ease of manufac-
turing. The fabrication methodology 
eliminates the need for expensive con-
ductive polymers, complex matrices, and 
costly glassy carbon electrodes (GCE). 
These factors make our approach highly 
attractive for potential mass produc-
tion, promoting wider accessibility to 
this technology. Furthermore, it is worth 
emphasizing that most of the sources 
mentioned employ a surface nanostruc-
turing method that involves applying 
pre-synthesized nanoparticles in pow-
der form. However, this approach can 
lead to challenges in achieving repeat-
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ability due to the uneven distribution of 
nanoparticles in the solution and weak 
adhesion to the electrode surface. In 
contrast, our novel approach eliminates 
these drawbacks by utilizing hydrother-
mal synthesis directly on the electrode 
surface. This results in a strong, orderly, 
and uniform epitaxial coating, ensuring 
enhanced performance and reliability.

The analysis of actual samples using 
amperometry is documented in Table 
2. To account for potential H2O2 levels 
below the detectable range in milk and 

lens storage solution samples, various 
quantities of H2O2 within a concentra-
tion range above the detection threshold 
were added to each sample. A standard 
test for sample recovery was then car-
ried out. The findings highlight the 
electrode’s remarkable recovery rate, 
achieving over 95  % recovery in all 
instances. Furthermore, the relative 
standard deviation for the three samples 
of each spiked concentration remained 
below 5 %.

Table 2. Results of Determination of Hydrogen Peroxide in Real Milk and Lens Storage Samples

Milk Contact lens storage solution

Added 
(μM)

Found  
(μM)

Recovery 
(%)

RSD (%)
(n = 3)

Added 
(μM)

Found 
(μM)

Recovery 
(%)

RSD (%)
 (n = 3)

0 - - - 0 - - -

10 9.51 95.1 5.5 10 9.67 96.7 5.3

25 24.08 96.3 5.1 25 23.89 95.6 5.5

50 47.91 95.8 4.7 50 47.88 95.8 4.4

100 96.25 96.3 4.3 100 97.65 97.7 4.8

If we compare the results obtained 
in this experiment for the Co3O4 nano-
structures with the results of previous 
studies for the CuO nanostructures [85], 
we can see that cobalt oxide nanostruc-
tures show a slightly better sensitivity 
and long-term stability result; however, 
its characteristics largely coincide with 
the СuO coating and likely depend on 
the geometry and properties of the elec-
trochemical cell. Wire electrodes coated 
with both oxides are resistant to mechan-
ical and chemical influences and are 
also characterized by high repeatability 
in the manufacturing process. However, 
the position (voltage) of the characteris-
tic peak responsible for the reaction of 
H2O2 with Co3O4 nanostructures differs 

from that for CuO, making it possible to 
use both oxides in the further develop-
ment of a multisensor suitable for use 
in healthcare and food analysis. Multi-
sensor will increase the sensitivity and 
accuracy of the meaurement compared 
to using a single working electrode due 
to cross sensitivity of various metal 
oxides, as well as expand the areas of 
application and the list of analyzed ana-
lytes supplementing the list of obtain-
able electrodes with other metal oxides 
(for example, NiO, TiO2, ZnO, Fe3O4 
and others). Applying cross sensitivity 
also make it possible to detect several 
analytes simultaneously and study their 
interactions in real samples with a com-
plex composition.
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5. CONCLUSIONS

This article presents the synthesis of 
a nanostructured coating composed of 
Co3O4, using the hydrothermal method 
directly on the surface of Fe wire elec-
trode and its practical application as a 
working electrode for the electrochemi-
cal detection of H2O2 in real samples with 
a complex chemical composition. The 
resulting coating exhibits high homoge-
neity and excellent adhesion to the iron 
wire, ensuring its mechanical and chemi-
cal resistance during sample processing 
and electrochemical measurements. The 
nanostructured Co3O4 coating displays 
a honeycomb-shaped surface, which 
exhibits significant peroxidase-like elec-
trocatalytic activity, enabling the detec-
tion of H2O2 with high sensitivity over a 
wide range of concentrations. The study 
demonstrates that the morphology of the 
nanostructures is strongly dependent on 
the precursor’s chemical composition. 
Thus, the chloride anions provide the for-
mation of fiber-like nanostructures, while 
the acetate anions under similar growth 
conditions provide the formation of thin 
petal-like nanostructures of Сo3O4. It has 
been found that fiber-like nanostructures 
of Co3O4 have better sensory characteris-
tics compared to petal-like samples and 
are more efficient for electrochemical 
detecting of H2O2. It has also been deter-
mined that the efficiency of this sensor 
increases with an increase in the scanning 
speed and an increase in the pH of the 
buffer solution. 

The resulting electrode exhibits a 
linear current response over a wide con-
centration range of 20 to 1300 μM, with 
a sensitivity of 505.11 μA·mM−1 and a 
calculated LOD of 1.05 μM. The electro-
chemically active surface area is deter-

mined to be 4.684 cm2. Interference tests 
reveal that the sensor is highly selective, 
with no electrochemical response to the 
most common interfering substances. The 
long-term stability study shows that the 
signal level remains at 95 % of the initial 
current value after one week and at 90 % 
after four weeks of storage under ambient 
conditions. However, the electrode lifes-
pan can be significantly improved by stor-
ing it in a vacuum desiccator until they 
are needed. In this case, the signal level 
remains at 100 % of the initial value after 
one week and at 95 % after four weeks. 

The milk and lens storage liquid anal-
ysis has demonstrated a high recovery rate 
of over 95 %, indicating that this sensor is 
suitable for quantitative and qualitative 
deermination of H2O2 in real samples with 
complex compositions. 

Further research will be aimed at 
studying this sensor for healthcare appli-
cations to analyse changes in the concen-
tration of H2O2 in biological fluids (in 
particular, in blood plasma). Since our 
research group has already had an expe-
rience in creating similar sensors based 
on other metal oxides (in particular, CuO, 
Fe3O4, NiO), the next promising applica-
tion will be the integration of this sensor 
into a multisensor system. The use of a 
multisensor will increase the sensitivity 
compared to the use of each oxide sepa-
rately due to cross-sensitivity and will 
also expand the range of possible analytes 
and will allow samples of a more complex 
composition to be studied. It will also be 
possible to target the detection of several 
analytes simultaneously, which is very 
important in the field of healthcare for 
monitoring certain diseases.
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The future of the European Union’s (EU) gas sector and gas distribution systems in par-
ticular is under review as a necessity to move away from conventional natural gas is strictly 
outlined in its strategical energy framework. The main questions of future gas sector lay-
out are largely related to gas decarbonization paths – whether they will include simultaneous 
transportation, distribution and storage of methane-based and non-methane based renewable 
gases or not. In general, this question is left for different Member States to decide, because as 
alternatives to it there are two options – decommissioning of all gas distribution and partially 
gas transportation and storage systems on the one hand and total replacement of existing gas 
transportation system with brand new hydrogen transportation and distribution system on the 
other. The first option leaves only liquified renewable gases (including, hydrogen) that are 
transported via truck and the second – pipeline transportation and distribution only for hydro-
gen, limiting methane-based renewable gases to road transportation solutions only. 

The Latvian gas distribution system is also facing imminent transformation in foreseeable 
future; thus, at the moment its sustainability priority is the maintenance of the existing sys-
tem in a safe and secure manner by improving it in accordance with technical necessities and 
immediate customer requests. The current research shows two sides of gas distribution system 
priorities in Latvia – its maintenance and development trends prior to fundamental transforma-
tions of gaseous fuel transition and general transitional challenges laying ahead. 

Keywords: Gas distribution, renewable gases, sustainable development, transition chal-
lenges. 
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1. INTRODUCTION

The European efforts to mitigate cli-
mate change will impact every industry, but 
the speed and direction of that impact are 
clearer for some industries than others. One 
of such industries facing the greatest amount 
of uncertainty is gas transmission, storage 
and distribution; distribution system opera-
tors are the ones maintaining direct com-
munication with the customers. Once con-
sidered the providers of a much appreciated 
environmentally friendly energy source, 
these companies are now facing challenges 
and reduced pathways through them. Gas 
has long been considered a transition fuel, a 
bridge to a less carbon-intensive future [1], 
but not always these expectations are ful-
filled as expected [2]. 

There are challenging times ahead for 

gas distribution as the European Union 
(EU) progresses towards carbon neutrality 
in 2050. However, network operators have 
options available to them – they can divest 
their assets, run them down safely and prof-
itably, or convert to cleaner gaseous fuels 
partially or completely. The biggest risk for 
gas distribution system operators in the EU 
is that they do not decide which direction to 
choose in the closest future. Not having a 
plan in this instance is a plan for inefficient 
capital allocation and a tougher transition 
than necessary. In any case, gas distribution 
networks should be maintained and kept in 
good working order, and further decisions 
regarding their reconstruction and sustain-
ability enhancement should be taken for at 
least short- and mid-term periods [3]. 

2. THE SITUATION IN THE LATVIAN GAS DISTRIBUTION SYSTEM

Since late 2017, the joint stock com-
pany “Gaso” (GASO) has been the only 
natural gas distribution system operator in 
Latvia, which ensures the maintenance of 
the natural gas system, the accounting of 
natural gas, emergency service activities, 
development of distribution infrastructure 

and planning and construction of new dis-
tribution gas pipeline networks, as well as 
attraction of new consumers. GASO oper-
ates only in the territory of Latvia; its work-
force is made up of 900 qualified employ-
ees, and it ensures the supply of gas to 370 
thousand consumers in Latvia.  

Source: Gaso
Fig. 1. Principal scheme of the Latvian gas distribution system. 
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The distribution system operator main-
tains 5442 km of distribution gas pipeline, 
163 gas regulating points (GRP) and 1145 
cabinet gas regulating points (SGRP). Most 
of the gas pipelines owned by GASO are 
located in Riga and its vicinity. In the Lat-

vian gas distribution system, 19 % are high-
pressure gas pipelines, 43 % are medium-
pressure gas pipelines and 38  % are 
low-pressure gas pipelines [4]. Their actual 
lengths by pressure regime are summarised 
in Table 1. 

Table 1. The Length, Pressure Regimes and Materials of the Latvian Distribution Gas Pipelines

Pressure regime Material Total length of pipelines, km

High pressure I (<=6 bar)
Polyethylene 172

Steel 495
High pressure II (<=12 bar) Steel 190
High pressure III (<=16 bar) Steel 147

Medium pressure (<=0.1 bar)
Polyethylene 349

Steel 9

Medium pressure (<=4 bar)
Polyethylene 1294

Steel 688

Low pressure (<=0.05 bar)
Polyethylene 336

Steel 1761
TOTAL 5442

Source: GASO

2.1 The Introduction of Biomethane into the System 

Given that energy systems in the EU 
and Latvia will undergo significant changes 
in the coming years, the share of conven-
tional natural gas in the energy supply of the 
region will decrease gradually and over a 
long period of time, while the use of renew-
able or “green gases” (RG) will increase. 
The most well-known of these gases is bio-
methane, which can be produced from local 
raw materials in every country, including 
Latvia, and used in the same way as natural 
gas. The technical solutions and require-
ments for introduction of biomethane into 
the distribution system have been approved 
by the GASO Technical Council in cooper-
ation with the designers and manufacturers 
of technological equipment, participating 
in the development of an optimal technical 
solution.

In 2022, there were 47 biogas produc-

tion plants in Latvia [5]. Their distribution 
throughout territories close to gas distribu-
tion system networks are even [6], but only 
several biogas producers have requested 
technical regulations and plan to invest in 
biomethane production and subsequent 
injection of biomethane into the distribution 
system networks. 

There is an assumption that in each 
of the plant size groups, at least a half of 
biogas plants will choose to switch their 
business from the cogeneration of electric 
power to biomethane production within the 
coming years. In Latvia, the transitioning 
of the current biogas power plants to mak-
ing biomethane can be an important process 
for those biogas plants whose mandatory 
procurement period has run out, as well as 
all for other biogas plants, in view of the 
expected rise in energy price [5].
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Table 2. Latvian Biogas Plants Broken Down by Installed Capacity and Biomethane Potential (01/ 2022)

Installed
capacity,
MW

Number
of biogas

plants, 01/ 2022

Biogas for
generation of 1 MW 

of electricity, m3 

Biogas
quantity,
Nm3h-1

Theoretical bio-
methane quantity, 

Nm3h-1

Theoretical bio-
methane energy 

value, MWh-1 

<0.5 6 450 388.8 205.14 2.162
0.5–1.0 19 450 3528.0 1861.5 19.62
1.0–1.5 5 450 1759.5 928.4 9.785
1.5–2.0 8 450 5800.5 3060.6 32.258
2.0–6.5 2 450 2925.0 1543.3 16.266
TOTAL 40 - 14401.8 7598.94 80.091

Meanwhile, if after withdrawing from 
the mandatory procurement system, the 
biogas plant operator decides to continue 
operating as a producer of biomethane, the 
nature of the plant cogeneration activities 
could change. A reduction in operating costs 
is expected for the biogas plants that transi-
tion from selling cogenerated electric power 
and heat to producing biomethane and sell-
ing it, but this requires an initial investment 
in biomethane purification facilities. As part 
of manufacturing biomethane, one can add 
a carbon dioxide (CO2) collection system 
to the biomethane purification facility, thus 
making it possible to efficiently use CO2 
for another purpose before it is returned to 
nature. Selling the CO2 could be a source of 
additional income for biogas plants.

The most active biomethane produc-
ers are located in the vicinity of Bauska, 
where construction projects already have 
been developed, or their development is at 
the final stages of construction. Creation of 
biomethane injection points for gas distri-
bution system is a technically complex and 
time-consuming undertaking. Its imple-
mentation requires an assessment of the 
potential of biomethane and the distribution 
gas pipeline system in a particular territory, 
the development of economic justification, 
the purchase or rental of immovable prop-
erty for the construction of injection points 
and access roads. Currently, GASO does 
not operate biomethane injection points into 

the gas distribution system, but, according 
to its 10-year development plan (Plan), con-
struction of the first such point is planned to 
be completed in November 2023 [7].

Natural gas systems should be a facili-
tator of the introduction of biomethane for 
grid injections and transport sector alike, 
but the sustainability problems associated 
with natural gas sometimes negatively 
affects the perception of biomethane. This 
is where arguments amongst the renewable 
sector actors can hinder progress. Biometh-
ane can utilize the existing gas grid and 
accelerate progress to decarbonization of 
the overall energy sector beyond just elec-
tricity and also decarbonize chemical, such 
as ammonia and methanol, and steel pro-
duction. This should be advantageous espe-
cially when realizing that in the EU more 
energy is procured from the natural gas grid 
than the electricity grid; however, sugges-
tions that biomethane is only greenwash-
ing the natural gas industry, and in doing 
so extending the lifetime of natural gas, 
greatly impedes this progress [8].

The Plan also includes distribution sys-
tem development projects that simultane-
ously increase security for the continuity of 
gas supply and combine the loop of a tech-
nically separate, local gas supply system, 
increasing the potential for biomethane to 
be introduced into the distribution gas pipe-
line system in regions where such demand 
exists.
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The Energy and Climate Plan is not 
focused on the development of the hydro-
gen transmission and distribution infra-
structure yet, and before this decision is 
made, technical assessment of the existing 

gas distribution system and its suitability 
for hydrogen transport is required. For this 
reason, the focus is also on technologies and 
research related to the use of hydrogen in 
methane-based gas distribution networks. 

2.2 Assessment of Capital Investment Needs

The security of the gas distribution is 
the highest priority and requires continuous 
maintenance and restoration of the system, 
as a result of which GASO invests on aver-
age between 8 and 11 million euros (EUR) 
annually in the development and mainte-
nance of the gas distribution system infra-
structure. In 2022, planned investments 

were reduced due to a significant increase 
in costs for gas losses, driven by the high 
natural gas price, resulting in investments 
falling to EUR 7.16 million. The dynamics 
of capital investments in gas distribution 
system between 2018 and 2022 is shown in 
Fig. 2. 

Fig. 2 Capital investments in the natural gas distribution system (2018–2022, EUR).

Given the age of the Latvian gas dis-
tribution system, continuous implementa-
tion of reconstruction works is an integral 
part of measures to mitigate appearance 
of dangerous situations. The exploitation 
period for individual networks and network 

equipment may reach up to 55 years and, 
in order to avoid possible emergencies due 
to the physical and technical ageing of gas 
distribution networks, its reconstructions 
and modernizations are carried out continu-
ously. 

Fig. 3. The gas distribution pipeline breakdown (in %, by age). 

GASO is drawing up a capital invest-
ment programme for each calendar year, 
taking into account both exploitation 

defects and damage detected in distribution 
networks. While planning the reconstruc-
tion investments, the plans of relevant local 
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and municipal authorities – for instance, 
reconstruction of the roads and pavement, 
are also taken into account, which is an eco-
nomically justified and sustainable action. 
The necessity to perform repair or restora-
tion of gas pipelines, as well as the amount 
of necessary reconstruction work is deter-
mined on the basis of assessment of the 
technical condition of the gas pipeline, as 
well as other factors. 

However, currently, not only recon-
struction or replacement of existing physi-
cal components of distribution gas networks 

take up a significant portion of investment, 
also information technology (IT) projects 
initiated by GASO might be quite resource 
and labour intensive. The amount of neces-
sary investment in establishment or devel-
opment of IT systems is determined by 
carrying out an extensive economic assess-
ment. In certain cases, when IT systems 
to be put in place are large and complex, 
a feasibility study is performed, involving, 
where necessary, a consultancy service pro-
vider with expertise in the field in question. 

2.3 Dynamics of the Gas Distribution System and IT Solutions

In order to promote development of 
the Latvian gas distribution system, pos-
sible territories of new connections are 
determined, taking into account location 
of industrial objects, dynamics of building 
density, and the planned amount of gas con-
sumption in newly connected objects. Cur-
rently, the highest density of distribution 
gas pipelines and connections is located in 
Riga and its surroundings; however, some 
of the populated areas around Riga are still 
not gasified.

In capital investment projects, the effi-
ciency of investments is decisive. Con-
struction of new distribution gas pipelines 
in a particular territory is possible if there is 
customer demand for construction of con-
nections and it is planned to achieve invest-
ment efficiency. On average, it is planned to 
invest about EUR 1 million per year in the 

development of the system. As a priority, 
GASO would implement capital investment 
projects with the highest return on invest-
ment, the main condition being a choice of 
an economically justified technical solution 
for the development of a new distribution 
system connections. 

Most new consumers of gas are con-
centrated in Riga and around it, in munici-
palities such as Marupe, Adazi, Kekava and 
Ropazi.

The actual breakdown of new connec-
tions by cities and their vicinity in recent 
years has been as follows:
•	 Riga and its vicinity: 60–65 %;
•	 Jurmala and its vicinity: 8–10 %;
•	 Jelgava and its vicinity: 5–8 %;
•	 Cesis, Liepaja, Ogre, Daugavpils, 

Jekabpils, Bauska and their vicinity: 
3–7 %.

Table 3. The Dynamics of the Latvian Distribution Gas Pipelines (by length (km), pressure regime)

2018 2019 2020 2021 2022
Pressure till 0.05 bar 2064 2069 2089 2095 2097
Pressure 0.05–4 bar 2181 2204 2247 2285 2321
Pressure 4–6 bar 657 661 663 663 666
Pressure 6–12 bar 194 191 191 191 190
Pressure 12–16 bar 147 147 147 147 147
TOTAL 5243 5272 5337 5381 5420

Source: GASO
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Based on the geopolitical situation and 
support for renewables, the number of new 
connections fell by 35 % in 2022 in com-
parison to previous years, with their total 
installed load reaching 9700 cubic meters 
per hour (m3/h). The required load in the 
technical regulations is 30 % to 40 % higher 
than that actually installed. According to 
the Plan, the proportional distribution of 
new connections by cities and their vicini-
ties is planned to be similar to the number 
of the previously implemented connections. 

The loads of new connections per year 
is estimated under three development sce-
narios:
•	 in the baseline scenario: from 7000 to 

8000 m3/h;
•	 in the optimistic scenario: from 9000 to 

10 000 m3/h;
•	 in a crisis scenario: from 5000 to 6000 

m3/h.

The baseline scenario for new con-
nections has been calculated on the basis 
of actual total load of new connections in 
2022 and the dynamics of new connections 
in previous five years. In the crisis scenario, 
however, new connection loads are fore-
cast taking into account overall trends in 
reduction of gas consumption and, conse-
quently, demand for new connections. The 
optimistic scenario predicts an increase in 
the load of new connections, based on pos-
sible demand for new connections in spe-
cial economic zones such as Valmiera, Jek-
abpils, Jelgava and Bauska, as GASO has 
participated in the planning of territories of 
these economic zones and evaluation of the 
maximum permissible loads have been per-
formed there.

Based on the issued technical regula-
tions, the largest new connection capacities 
in 2024 and 2025 are planned in Riga and 
its vicinity (Adazi, Ropazi and Marupe), 
in Bauska and its vicinity (Iecava), Ogre 

and its vicinity (Salaspils), Daugavpils and 
its vicinity (Daugavpils) and Liepaja and 
its vicinity (Liepaja). Construction of new 
entry points of a system in the next two 
to five years is possible in the vicinity of 
Bauska, Riga, Daugavpils and Ogre.

Overcoming some energy transition 
barriers in gas distribution sector requires 
new system capacity, but not necessarily 
new ideas. Scaling success in this category 
is akin to a physical form of IT system 
integration. Examples include digital tools 
that help optimize energy grid storage and 
dispatch, or better connecting supply and 
demand in industrial clusters. This is hap-
pening at a macro level, such as initiatives 
integrating consortia and supply chains to 
provide hydrogen to multi-industry busi-
ness clusters, as well as at a smaller – dis-
tribution system operator scale, building 
energy-as-a-service platforms for different 
categories of customers [9].

Today IT systems and solutions play 
an important role in ensuring efficient 
operation of any enterprise; therefore, it is 
planned to continue to promote introduc-
tion of digital solutions for ensuring opera-
tional and business needs of gas distribution 
operator in Latvia as well. IT capital invest-
ments are based on investments in informa-
tion systems development projects and their 
licenses, the modernization of the catholic 
protection and SCADA system, as well as 
on smart development. The introduction of 
digital solutions into the distribution system 
has historically been the lowest priority, 
which still requires significant investments 
for the development of new and enhance-
ment of existing IT systems. The exchange 
of information within systems is not always 
automated, human resources are often used 
where IT solutions can be a valid substitute 
for them [10]. 

Continuing to improve and automate 
gas distribution system processes can not 
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only improve customer service, but also 
overall company’s efficiency. The IT invest-
ment provisions for gas distribution system 
operator have been prepared with the fol-
lowing key priorities in mind:
•	 improvement and modernization of 

a controller management system and 
smart metering;

•	 development and modernization of a 
customer service system;

•	 development and modernization of 
internal process management systems.

The modernization of the controller 
management system, including the equip-
ping of gas distribution technological 
objects with telemetry, contributes signifi-
cantly to increasing operational safety of 
the distribution network as a whole. It is 
intended to optimize accessibility of gas 
equipment remote operating parameters and 
rapid detection of non-standard situations.

The introduction of smart meters for the 
accounting and control of household gas 
consumption can also help provide accu-
rate information on gas consumption for 
households, detection of non-standard situ-
ations, and provide information on actual 
gas losses.

In accordance with Directive 2009/73/
EC of the European Parliament and of the 
Council of 13 July 2009 concerning com-
mon rules for the internal market in natural 
gas and repealing Directive 2003/55/EC, 
the EU members are required to ensure the 
deployment of smart metering systems in 
order to promote the active participation of 
consumers in the electricity and gas mar-
kets [11]. In comparison with electricity, 
there is no deadline for gas to provide all 
consumers with smart metering systems. 
The number of smart gas meters installed in 
Europe reached 45.9 million units in 2021. 
It is also expected for it to continue to grow 
at a compound annual growth rate of about 

8.7  % between 2021 and 2027, reaching 
75.9 million units at the end of the period 
[12].

Taking into account a fact that the 
installation of smart meters can signifi-
cantly improve energy efficiency and also 
ensure more efficient operation of gas dis-
tribution systems, GASO also is continu-
ing replacement of existing gas meters with 
smart metering equipment. Currently, the 
distribution system operator is providing 
installation of smart meters for households 
with projected maximum hourly consump-
tion above 10 m3/h. For household consum-
ers with lower maximum hourly consump-
tion using gas for heating and hot water 
preparations, smart meters have so far only 
been installed as part of pilot projects and 
technical trials. Even if accurate and timely 
information on the natural gas consumed is 
essential for the distribution system opera-
tor, such solutions have not been widely 
implemented in this customer segment 
because of significant associated capital 
costs. Basically, this is due to the problem 
of ensuring a power supply of the commu-
nication equipment built into smart meters. 
The alternative is to create own data trans-
mission infrastructure or provide a power-
ful power source (battery) to keep commu-
nication modem running for at least several 
years [7].

With a rapid development of mobile 
operator infrastructure, data transmission 
technologies like NB-IoT are becoming 
increasingly available and ensuring that 
the meter communication battery has a suf-
ficient lifespan. Gas distribution system 
operator has launched a broader project on 
the introduction of smart meters for house-
holds using gas in heating and hot water 
preparation through GPRS and NB-IoT 
(where it is provided) data transmission 
infrastructures. For implementation of the 
project, the infrastructure has been estab-
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lished for secure data transmission, process-
ing, as well as work is being carried out so 
that consumption information is available 
at GASO customer portal to all consumers 
for whom a smart meter has been installed, 
thus ensuring more accurate information 
regarding the gas consumed. From 2024 till 
2033, 5720 smart meters are planned to be 
installed for the largest household gas cus-
tomers every year [7].

Accuracy of data provided by the smart 
metering systems is also a point of par-
ticular importance. By introducing smart 
meters to the largest household customers, 
it will be possible to maintain accuracy of 
information throughout the lifecycle of the 
metering equipment, to ensure higher qual-
ity of data and to prevent potential security 
risks in a timely manner. At the same time, 
it will help eliminate excessive adminis-
trative burden by receiving consumption-
related information remotely. 

Last but not least, the introduction of 

smart meters to a wider range of custom-
ers would solve the problem of unauthor-
ized entry of gas distribution system opera-
tor employees into the gasified site for sole 
purpose of meter reading [13]. 

Expected benefits of smart metering in 
households with the biggest gas consump-
tion are the following:
•	 time savings (performing less manual 

control; processing customers’ meter 
readings);

•	 more accurate consumption balance 
calculations;

•	 providing consumers with precise data 
that can help analyse their gas con-
sumption habits;

•	 in emergency situations, a possibility to 
collect and predict consumption-related 
information timely and accurately;

•	 a possibility to detect gas theft;
•	 avoiding the receipt of inaccurate read-

ings caused by human error [14].

3. TRANSITION CHALLENGES FASED 
BY GAS DISTRIBUTION NETWORKS

Governments around the EU are imple-
menting policies that could shorten the run-
way for gas distribution networks. There 
is a growing movement to ban gas con-
nections in new premises and electrify the 
existing ones. The Netherlands is ahead of 
this trend; new houses there have not been 
allowed to connect to the gas network since 
2018 and all homes will be completely nat-
ural gas free by 2050. However, the Dutch 
government plans to ban new installations 
of fossil fuel-based heating systems from 
2026 and mandate the use of heat pumps 
or connections to heat networks instead. 
With more than 70 % of households in the 
Netherlands relying on gas for heating, 
plus extensive use of gas in agriculture for 

greenhouses, the government will have a 
challenging task of supporting suppliers, 
installers and homeowners to adjust to the 
new requirements [15]. The British govern-
ment also plans to ban gas boilers in new 
homes, which are responsible for the major-
ity of residential gas consumption in the 
UK. To be more precise, under the govern-
ment’s current plans, there is a gas and oil 
boiler ban in new build homes from 2025 
[16]. However, by giving up conventional 
gas heating, customers first and foremost 
give up the comfort, environmental friend-
liness and security of supply provided by 
conventional gas heating equipment – one 
of the most modern, if not the most modern, 
individual heating equipment available. In 
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addition, giving up conventional gas today 
also means giving up RGs – biomethane 
and hydrogen – in the future.

The worst-case scenario of this trend 
for gas distribution networks is a total 
decline – once a fear for electricity distribu-
tion networks. It was believed that consum-
ers would disconnect the grid after install-
ing solar PV, raising the fixed cost for other 
households, increasing the incentive for 
them to install solar and batteries and dis-
connect as well. As number of households 
that use gas is considerably lower than 
households of electricity consumers, grad-
ual reduction in connection number would 
impact the gas distribution system more 

severely than electricity distribution grids.
If enough households electrify and dis-

connect from gas networks, the cost for 
the remaining households would need to 
be increased to cover the fixed cost of the 
network. Potentially combined with a car-
bon price or other disincentives to use fossil 
fuels, this would increase the cost of con-
nected households, who, at the same time, 
will be incentivized to disconnect. Eventu-
ally, there could be too few households and 
businesses on the network to make it via-
ble. Whether fixed costs could be increased 
depends on local regulation, but either way 
declining connections would be bad news 
for gas distribution networks operators. 

3.1 Biomethane Availability and 
Long Lead-Time for Hydrogen Conversion

Ungraded and purified biogas, oth-
erwise known as biomethane, could be 
regarded as an ideal solution to save exist-
ing gas networks and enhance their usabil-
ity in the future. It can be produced from 
different sources, including organic waste, 
and is a direct substitute for natural gas. 
The gas distribution networks can continue 
operating as normal by adding different 
gas injection points, and consumers will be 
supplied with RGs instead of conventional 
natural gas. 

    	 As for April 2023, Europe reached 
a total of 1322 biomethane-producing facili-
ties. 299 new biomethane plants were added 
in Europe, which was 30  % more than in 
2021. In comparison with 2021, the num-
ber of biomethane plants in Europe steeply 
increased: from 483 plants in 2018, 729 – in 
2020 to 1023 – in 2021. Europe is already 
producing over 3.5 BCM of biomethane. 
This represents a production increase rate 
of 20 % in 2021. An even bigger increase is 
expected for 2023 where, despite consoli-
dated data not being disclosed, estimations 
confirm a significant rise in the number of 

plants and production shares. Additionally, 
the data show that over 75 % of the current 
plants are already connected to the trans-
port or distribution networks. Regarding 
feedstock use, a clear trend towards agri-
cultural residues, organic municipal solid 
waste, and sewage sludge is visible. From 
2017 onwards, almost no new plants were 
established to run on monocrops [17].

Unfortunately, sustainable biogas and 
biomethane sources within reasonable 
proximity of gas networks are often lim-
ited. Also, the organic feedstocks needed 
for their production are likely to be in 
increasing demand as all sectors decar-
bonize. For example, airlines and mining 
companies may start competing for organic 
feedstocks to produce their own sustainable 
drop-in replacement fuels. Methane capture 
from landfills is another option, but it may 
be more economical for landfill operators 
to use methane onsite to produce electric-
ity and heat than to sell it into gas distribu-
tion networks. Consequently, biomethane is 
limited in its potential to decarbonize gas 
sector and gas distribution networks. How-
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ever, a degree of biomethane blending can 
reduce the carbon intensity of gas distribu-
tion networks while longer-term solutions 
like hydrogen switching are implemented 
[18].

Hydrogen – a supposed future of all 
decarbonized gas networks, including gas 
distribution systems, is a specific RG gas due 
to its low ignition energy, wide flammabil-
ity range, promotion of the embrittlement of 
steel, and its high coefficient of permeation 
for polymers. The fracture toughness and 
failure elongation of pipe steels are strongly 
impacted by hydrogen embrittlement, 
whereas yield stress and ultimate strength 
are moderately impacted [19]. As structural 
defects are always present in solid materi-
als, metallic imperfections such as gaps, 
dislocations, grain boundaries, pores, and 
inclusions serve as trapping sites for hydro-
gen. Alloying elements form hydrides with 
carbon and sulfur, which can act as trapping 
sites. They interact with hydrogen to form 
gases such as hydrogen sulfide, which gen-
erate blisters in the material. The transport 
rate of hydrogen through the material is 
decreased by hydrogen trapping. Therefore, 
in these trapping sites, further diffusion of 
hydrogen becomes difficult. In a metallic 
system, hydrogen transport can become 
extremely complex [20], [21]. 

Even if hydrogen could be the most 
viable solution for gas distribution system 
survival well beyond the EU energy and 
economy decarbonization date of 2050, 
there would be several major challenges 
with exchanging methane-based RGs for 
hydrogen in distribution networks. 

The first issue relates to pipelines and 
associated infrastructure. In the Eastern 
European countries such as Latvia, histori-
cally distribution pipelines are made from 
steel, but in recent thirty years more than 
a third is replaced by polyethylene, which 
can transport hydrogen without obvious 

problems at the maximum pressure of 16 
bar in the Latvian gas distribution networks 
[22]. There may be hydrogen leakage issues 
at joints and valves, but that can be resolved 
with modest investment [20]. 

Recent studies carried out by GASO 
specialists and scientists address the steel 
pipeline sustainability and exploitation 
period prolongation possibilities, bearing 
in mind gaseous fuel diversification reality, 
when not only methane-based RGs will be 
introduced into the gas distribution system 
[3], [4]. 

Gas transportation networks are a larger 
and more uncertain problem. Their pipe-
lines are typically made of steel, which is 
subject to embrittlement if used to trans-
port hydrogen. Early pilots show that this 
may be less of an issue than initially sus-
pected, except for older pipes, but more 
research needs to be conducted to prove or 
disprove the primary acquired data. Any-
way, significant investment will be needed 
to increase compressor capacity to accom-
modate hydrogen, where partial solution to 
the problem might be hydrogen production 
located maximally close to major consump-
tion points – even more, close to locations, 
where the transmission network connects to 
the distribution network. Hydrogen can also 
be transported via truck or pipelines that 
have been retrofitted or newly built [23]. 

A larger problem is that the equipment 
and appliances connected to the gas dis-
tribution network were not built to handle 
hydrogen. One can mix in about 20  % 
hydrogen by volume without issue, but that 
is only 6 % by energy content. Cadent in the 
UK ran a 20 % hydrogen mix trial over 18 
months with 100 houses and 30 university 
buildings on a private gas network without 
incident [24], [25]. 

To accelerate hydrogen transportation 
in gas networks till 100 %, everything con-
nected to the network needs to be made 
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hydrogen-ready before the actual transition 
takes place. As gas appliances typically 
are exploited for 10–25 years, the actual 
transition cannot be made until a couple of 
decades after a legally binding hydrogen-
ready regulation is introduced, unless assets 
are to be stranded. If such a wide-ranging 
transition is to occur, strong government 
leadership is needed, and gas distribution 
operators should be acting quickly to work 
with the relevant governments to introduce 
necessary legislation and make the neces-
sary technical adjustments of the system. 

If hydrogen usage has rather long, yet 
sporadic history in industrial processes, 

there is practically no use of it in the house-
hold sector.  It is yet to be seen whether 
households will be comfortable using 
hydrogen at a regular basis. This should be 
addressed from the safety and communica-
tion perspectives [26]. 

Perhaps the largest challenge facing gas 
distribution networks is a lack of incentives 
for timely transformation. Gas networks 
are typically heavily regulated businesses 
with very specific incentives in place. These 
incentives are typically designed to manage 
critical assets efficiently and safely over very 
long periods, not to act pre-emptively on dis-
ruptions facing the entire industry [27]. 

3.2 Other Development Options of Gas Distribution Networks

Gas distribution networks have three 
main developmental options, which are 
divesting, running down the assets, or con-
verting to RGs, eventually hydrogen. There 
is also the option to do nothing, but that 
increases a stranded asset risk. 

Divestment is a common approach 
taken to fossil fuel assets. For instance, 
between 2016 and 2019, the British national 
grid divested its gas distribution network 
and reinvested the proceeds into other 
areas. They have since continued to shift 
away from gas and towards lower-carbon 
assets [28]. However, divesting fossil fuel 
assets is increasingly being looked upon as 
an unsustainable solution, as divesting from 
entire sectors – passing carbon-intensive 
assets from public markets to private mar-
kets – will not get the energy sector to car-
bon neutrality. The possibility is that assets 
might be sold to companies with poorer 
governance, ultimately increasing the 
amount of greenhouse gases they emit over 
their lifetime. Divestment is the reasonable 
option only in case if the gas distribution in 
certain regions is about to be ceased to exist 
as such, and no investment needs into keep-
ing it for RGs are foreseen. 

To some extent, existing gas distribution 
networks could be treated as a cash source, 
reinvesting profits into green growth – both 
related and non-related to gaseous fuel sec-
tor. Doing this well requires taking a differ-
ent approach to standard asset management. 
Safety standards and regulatory require-
ments still need to be met, but all invest-
ment decisions need to be made with a 
shorter and more uncertain asset lifetime in 
mind. For example, where a pipeline with 
a 40 or 50-year asset life might have pre-
viously been used, an alternative, cheaper 
material with a 20-year lifetime might be 
used instead. Most companies struggle to 
take such an approach, as it is not particu-
larly motivating to lead or work for a com-
pany that is being run down. If a company 
is going to choose this option it needs to 
think carefully about culture, incentives and 
organisational structure to ensure it is effec-
tive. If an asset manager has an electricity 
distribution network overlapping their gas 
network, they might proactively electrify 
customers to retain the revenue. 

However, if gas distribution networks 
are to be used in the future, retaining their 
assets in a decarbonized economy, all RGs, 
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and hydrogen in particular, is likely the best 
option. Biomethane would be even bet-
ter if it could be reliably and economically 
sourced, but that is unlikely to be the case 
for most networks [29]. 

As stated above, a network cannot 
convert to 100  % hydrogen until every-
thing connected to that network is ready 
for the actual transition. Therefore, it is at 
the utmost importance to mandate that all 
appliances and equipment installed on the 
network are hydrogen-ready well before a 
network is converted.

Then it will take a couple of decades for 
all appliances to naturally turn over. Dur-
ing that time, it will become increasingly 
untenable for businesses to continue to sell 
and consume conventional gas. Therefore, 

it is important that gas distribution opera-
tors start working with regulators immedi-
ately to prepare for RG centred future. Only 
when governments do not see gas sector 
and, particularly, gas distribution sector 
decarbonization as meaningful, they may 
try to reduce emissions through complete 
gas bans or further electrification incen-
tives.

However, proactive gas distribution 
operators may reduce the pressure on gov-
ernments to take such a drastic action and 
buy themselves time to set to choose fur-
ther development path: offsets, biomethane 
(methane-based RGs) blending/hydrogen 
blending or complete transition to hydrogen 
distribution. 

4. CONCLUSIONS

The only possibility for gas distribution 
networks not only to survive energy transi-
tion, but also to make themselves viable and 
necessary in a new energy policy reality, is 
to serve diversified gas flows and deliver as 
big percentage of RG as possible. 

In order to do so, a necessity to maintain 
and, to some extent, expand the existing gas 
distribution infrastructure is one of the most 
important issues. To make sure that mainte-
nance is carried out in a timely manner and 
with up-to-date and technically sound solu-
tions for changing a gaseous fuel landscape, 
gas distribution system investment needs to 
be planned for at least short or mid-time 
periods. As historical dominance of meth-
ane-based gaseous fuels, including RGs, 
might be seriously challenged by the new 
forms of gaseous fuels – first and foremost, 
hydrogen, the upgrade of gas distribution 
systems should be in line with general and 
local gas grid decarbonization trends. 

The Latvian gas distribution system is 

being developed strictly in line with urgent 
necessities and technical realities of the day 
in order to ensure a safe, secure and afford-
able delivery of gas to final consumers, 
as well as to ensure system longevity in a 
changing gas delivery landscape. 

Transitional challenges of the Latvian 
gas distribution system are centred on its 
future function in the national economy and 
energy system, as only three options for 
any gas distribution company remain in a 
long run to follow: namely, assets divest-
ment, assets safe and profitable run down, 
and transition to cleaner methane and non-
methane based gaseous fuels. 

Currently, Latvia is not exploiting its 
biomethane injection into gas distribution 
grid potential, as at the moment none of 
biogas plants are equipped with biometh-
ane production facilities and connections 
to a gas distribution grid. The possibility 
remains that the first such project will final-
ize in late 2023. 
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At the same time, bearing in mind that 
biomethane is not the last transitional step in 
the gas sector, the Latvian gas distribution 
operator, as many its EU counterparts, must 

be prepared to gradual transition from meth-
ane-based gaseous fuels to methane-based 
gaseous fuels and hydrogen mix with cur-
rently unknown percentage of hydrogen in it. 
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This research is dedicated to investigating whether mechanical properties of Ti-6Al-4V 
(Titanium Grade 5) base material for additive manufacturing processes can be improved by 
addition of carbon nanotubes in the base material. Based on other research results with other 
materials, the assumption was made that reinforcing Ti-6Al-4V material with carbon nano-
tubes should improve mechanical properties of the base material by 15–20 % in the additive 
manufacturing process. The research was divided in two steps, the first one was to investi-
gate pure Ti-6Al-4V material and find optimal additive manufacturing processing parameters, 
which could maintain necessary quality standards and achieve material density levels higher 
than 98 % and tensile strength higher than 1000 MPa. The second part was to mix base pow-
der with carbon nanotubes and using previously obtained processing parameters print test 
samples to investigate how a carbon nanotube concentration in a base powder would influence 
mechanical properties of the base material.

Keywords: 3D printing, additive manufacturing, carbon nanotubes (CNTs), grade 5, ten-
sile strength, Ti-6Al-4V, titanium. 

1. INTRODUCTION

Titanium alloys are characterised by 
low density, high strength-to-mass ratio, 
good corrosion resistance and excellent 
fracture toughness [1]–[3]. Titanium alloys 
also show exceptional biocompatibility 
finding their use in medicine, especially in 
biomedical materials [4], [5]. From all tita-
nium alloys, Ti-6Al-4V is the most widely 

used titanium alloy for manufacturing of 
parts used in aerospace, marine, biomedical, 
chemical and even automotive industries 
because of aforementioned properties [6], 
[7]. The Ti-6Al-4V is marked differently 
depending on the standard. The European 
standard ISO 5832 defines the marking of 
titanium alloy with the Ti6Al4V. The Ger-
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man standard DIN 17851 means the same 
alloy as TiAl6V4, while the French stan-
dard BS 7252-3 defines it as TA6V4. In the 
US standard ASTM B 265, titanium alloy is 
described as R56400 or in the US standart 
AMS 4928, titanium alloy is described as 
Grade 5 [8].

Aerospace, biomedical and automotive 
industries require complex components, 
manufacturing of which using conventional 
methods is challenging. Hence, additive 
manufacturing (AM) or technology of 3D 
printing is finding its way as an advanced 
manufacturing method allowing to produce 
complex shaped components with little or 
almost zero waste [9]–[11]. 

Additive manufacturing (AM) is an 
advanced manufacturing process in which 
parts are fabricated by adding materi-
als layer by layer. It has great potential in 
revolutionising the manufacturing industry 
by allowing rapid prototyping, custom-
ised production, flexible design, compli-
cated parts, and simplified supply chain 
[12]–[17]. When mechanical properties are 
essential, powder bed fusion (PBF) process 
utilising direct metal laser melting (DMLS) 
or selective laser melting (SLM) is one of 
the most suitable AM processes to produce 
functional components [18]–[23]. In PBF 
utilising DMLS or SLM, a powder dose 
is distributed horizontally by a spreader to 
form a powder layer, then a region in the 
powder layer is scanned selectively by a 
laser beam and the powder layer of loose 
particles is selectively sintered or melted 
forming a thin solid layer. By repeating the 
powder spreading and layer sintering or 
melting, a solid part is manufactured from 
the powder.

Even with utilisation of AM, the indus-
try demands not only more complex parts 
but also demands more advanced materials. 
AM similar to a powder metallurgy offers 
a possibility to create various powder com-

posites – various metal compositions or 
various metal-nonmetal compositions. But 
development of such composites poses var-
ious challenges. The mechanical properties 
of composites are functions of the manufac-
turing processes. Mainly, correctly chosen 
manufacturing parameters and manufactur-
ing methods will influence the properties of 
the final product – carbon nanotube metal 
matrix composite [24]. Hence, it is very 
important to search for correct techniques 
in order to develop composites with neces-
sary requirements.

Carbon nanotubes are currently con-
sidered to be the most promising material 
admixture in additive production. Carbon 
nanotubes are cylindrical structures made 
up of carbon atoms. The carbon atoms in 
nanotubes are interconnected in the same 
way as in hexagonal graphite planes of 
one atomic thickness, but these planes are 
“curled” into extremely miniature (1 nano-
metre to a few tens of nanometres in diam-
eter) tubes that can reach a few centimetres 
in length. The ends of the tubes are usually 
closed by hemispherical “heads”. At pres-
ent, there are some studies in the additive 
manufacturing in the addition of carbon 
nanotubes to the base material, but most 
studies have been carried out using alumin-
ium as the base material.

One study on additive manufacturing of 
carbon nanotubes reinforced metal matrix 
composites was performed at Nanjing Uni-
versity [25]. In this study, a selective laser 
melting process (SLM) was used to fabri-
cate an aluminium material reinforced with 
carbon nanotubes. The microstructure and 
mechanical properties of the material were 
considered in this study. The results showed 
that the importance of the selected param-
eters in the AM was very important. Alu-
minium – AlSi10Mg – was chosen as the 
base material. Composite was built by addi-
tion 0.5 % of the total mass of carbon nano-
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tubes. The highest material density was 
achieved with 350 W laser power and 2.0 
m/s laser feed speed. Comparing the results, 
which included comparison of the mechani-
cal properties of the same base material 
without the addition of carbon nanotubes, 
it was concluded that the samples with the 
addition of carbon nanotubes showed an 
increase in tensile strength of about 20 %. 
Samples without the addition of nanotubes 
reached a tensile strength of 350 MPa, while 
samples with an increase in carbon nano-
tubes reached a tensile strength of 420 MPa. 
The elongation increased from 5.5  % to 
8.5 %. At the same time, the research points 
out that the laser speed may influence the 
tensile strength and elongation as well [25]. 
Another large-scale study developed in this 
field was the study on composite materials 
for metal and carbon nanotubes conducted 
at the University of Dayton [26]. The study 
examined various base or matrix materials – 
aluminium, copper, stainless steel. The 
study considered different methods of mix-
ing metal powder and carbon nanotubes, as 
well as the benefits of carbon nanotubes. 
The results showed an interesting trend that 
some materials required heat treatment after 
the additive production process to obtain an 
effect from carbon nanotubes. For example, 
for stainless steel 17-4, the composite mate-
rial of powder and nanotubes showed the 
same mechanical properties as the standard 
base material, but a 20  % increase was 
obtained during heat treatment, which was 
similar to the study with aluminium mate-
rial discussed above. 

The study also points out that the key 
to success is a dispersion of the carbon 
nanotube within the metal matrix, which is 
complicated to achieve with existing tech-
nologies. The study indicates that dry mix-
ing or wet mixing techniques were best in 
achieving dispersion of the carbon nano-
tube. Use of ionic processes or surfactants 

was not successful in achieving disper-
sion. The study also includes economics 
of manufacturing research concluding that 
the use of carbon nanotubes does not pro-
duce significant cost increase. The study 
motivates to proceed with further research 
and development from achieved Techno-
logical Readiness Level (TRL) 3 and to 
utilise commercial raw materials and addi-
tive manufacturing processing equipment 
as well as to develop the entire process 
industrially scalable [26]. When embedding 
carbon structures in metals using a laser, 
e.g., for surface cladding or additive manu-
facturing, a number of aspects needs to be 
considered to prevent thermal degradation. 
One of such aspects is that C-structures 
quickly thermally degrades (e.g., subli-
mate or fly off as a gas) when illuminated 
by the processing laser. Therefore, indi-
rect melting of the metal surrounding the 
C-structures is required. Another aspect is 
that the density of C-structures is low and 
has high buoyancy in liquid metals, thereby 
requiring proper fixation during processing. 
C-structures have poor wetting properties, 
which can either lead to exposure to pro-
cessing light or alternatively be surrounded 
by solidified melt after processing. The 
metal coating of C-structures prevented the 
C-structures from direct laser irradiation 
and, hence, sublimation [27]. Another pub-
lication discusses processing of graphene as 
well as carbon nanotubes, including their 
use in design of carbon nanotube metal 
matrix [28]. It does not disclose informa-
tion on carbon nanotube titanium matrix 
composites, but does address common dif-
ficulties in manufacturing such matrix com-
posites. The primary challenge is obtaining 
a uniform and homogeneous dispersion. 
Carbon nanotubes always tend to agglomer-
ate cluster formation due to a large surface 
area and a tubular structure. Also, it exhib-
its a non-wetting property with the molten 
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metal, which leads to agglomeration. 
Another challenge of carbon nanotube 

is retaining its structure along with the 
chemical stability when processed at high 
temperature and stressed condition. The 
publication states that uniform distribution 
of carbon nanotubes in the metal matrix is 

the main criteria for the suc- cessful pro-
cessing and it includes minimal damage to 
carbon nanotube physical structure. It also 
notes that mechanical properties deteriorate 
at higher concentrations of carbon nano-
tubes due to agglomeration [28].

2. EXPERIMENTAL PROCEDURE

2.1. Ti-6Al-4V Powder for Ti-6Al-4V-CNT Composite

Ti-6Al-4V powder was used for experi-
ments was Sandvik Osprey® Ti-6Al-4V 
powder for additive manufacturing. Chemi-
cal composition of Ti6Al4V according to 

ASTM F2924-14 is given in Table 1 [29]. 
Powder size is 20–50 micrometres, which is 
the average diameter of the powder particle 
within the powder.

Table 1. Chemical Composition (Nominal), wt%, for Ti6Al4V (Grade 5) according to ASTM F2924-14

Ti Al V Fe O C N H Y Others, 
each 

Other, 
total

Balance 5.50-
6.75

3.5-
4.5 <0.3 <0.20 <0.08 <0.05 <0.015 <0.005 <0.10 <0.40

2.2. Carbon Nanotubes for Ti-6Al-4V-CNT Composite

Ti-6Al-4V powder was supplemented 
by carbon nanotube (CNT) powder resulting 
in Ti-6Al-4V-CNT composite. CNT powder 
used in this research consisted of single wall 
nanotubes. The CNT powder was produced 
by OcSiAl Europe – TUBALL SWCNT 
01RW02M0005 80  % in a powder form. 
Graphene nanotubes, or single wall carbon 
nanotubes, are graphene sheets rolled into a 
tube. Their unique physical properties make 

them a universal additive that can be used in 
70 % of all base materials to improve their 
specific properties. Despite the similarity 
in their names, single wall and multi wall 
carbon nanotubes differ in their properties 
and in the effects they have on materials, 
just like graphene (a single layer of carbon 
atoms) differs from graphite (multiple lay-
ers of carbon atoms).

2.3. Mixing of Ti-6Al-4V-CNT Composite

Two mixing methods were investigated 
in this research.  The first method to mix 
Ti-6Al-4V powder with carbon nanotube 
powder was the ultrasonic mixing method. 
In the beginning, the testing was performed 
with dry powder material, but the ultra-
sonic mixer could not mix dry materials 

sufficiently well. Suspension was produced 
using isopropyl. In the beginning, mixing 
was done using small CNT concentration - 
0.1 %, then concentration was increased to 
0.5 %. After mixing, an additional step was 
to evaporate isopropyl so that dry Ti-6Al-
4V-CNT composite was obtained. This 
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mixing method did not provide acceptable 
results because even with mixing time lon-
ger than 30 min, powder was not homoge-

nous. It was possible to see that CNTs were 
layering in Ti-6Al-4V base powder (See 
Fig. 1).

 
 

Fig. 1. Ultrasonic mixer (left) and uneven distribution of CNT within Ti-6Al-4V powder (right).

The second method of mixing included 
Ti-6Al-4V-CNT powder mixing with the 
three-dimensional or centrifugal pow-
der mixing machine XIAMEN TMAX-
SWH-2000 as seen in Fig. 2. This powder 
mixing machine is mainly designed for 
mixing of different density and different 
particle size powder materials to high uni-

formity. It can also be used for mixing solid 
with liquid. It has a three dimensional mix-
ing motion, which ensures homogeneous 
mixing of materials with different density. 
Machine has a two-litre tank and it can 
maintain a maximum of 60 revolutions per 
minute.

Fig. 2. Centrifugal mixing machine.

The best results were achieved by the 
second mixing method using a mechanical 
centrifugal mixer. Tank is moved in infinite 

motion, which helps evenly distribute or mix 
the powder. Program which proved the best 
results was 15 min mixing in one direction 
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and 15 min mixing in the opposite direc-
tion. Machine has a two-litre tank, which 
was optimal for mixing 2 kg of Ti-6Al-
4V-CNT composite powder. Additionally 
two steel balls were added in the mixing 
container, which helped fuse carbon nano-
tubes with Ti-6Al-4 powder (see Fig. 3). 
To protect the powder during the mixing 

process, the mixing tank was filled with 
argon inert gas. Even with CNT concentra-
tions higher than 0.5 weight%, powder was 
mixed very homogenous and it was almost 
impossible visually to spot the difference 
between pure base Ti-6Al-4V material and 
CNT mix.

Fig. 3. Centrifugal mixer tank with additional steel cylinders (left) and 
Mytotoyo microscope for microstructure analysis (right).

In centrifugal mixing, the following 
mixing parameters were tested – mixing 
speed and mixing time. Testing was done 
with one CNT mix concentration (2 grams 
on 1500 grams of  Ti-6Al-4V powder), but 
with different mixing parameters (mixing 
speed from 10 to 60 RPM, and mixing time 
from 10 to 30 minutes) – see Table 2. Ini-
tially, the mixing speed was set to 10 RPM 
and mixing time was set to 10 min. After 
investigation, the same mix proceeded 
to mix for additional 10 min, checked for 
quality, and again mixed for the next 10 
min. Then the next mix was made and mix-
ing was done following the same procedure, 
but with higher mixing speed, which was 
set to 30 RPM. Since there is no objective 
way to describe mixing quality, then two 
main aspects for quality were scattering and 

homogeneity. Scattering was inspected in 
the whole mixing tank to identify whether 
CNTs were dispersed in the whole volume 
and not concentrated in one point or region 
and homogeneity was inspected to observe 
how evenly CNTs were dispersed. With a 
small mixing speed it was observed that 
CNT did not reach the whole volume of 
metal powder and with small mixing time it 
was possible to observe that CNTs tangled 
with each other and there were some big-
ger bundles which did not disperse in metal 
powder. The best results were achieved with 
maximum mixing speed 60 RPM and mix-
ing time of 30 min. With these parameters 
CNTs were evenly dispersed in the whole 
mixing tank and there were not  any tangled 
CNTs which could be observed after siev-
ing.
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Table 2. Mixing Parameters for Centrifugal Mixing Method to Obtain Optimal Mixing Regime

CNT (g) Ti6Al4V (g) Mixing speed 
(RPM) Mixing Time (min) CNT weight%

2 1500 10 10 0.1
2 1500 10 20 0.1
2 1500 10 30 0.1
2 1500 30 10 0.1
2 1500 30 20 0.1
2 1500 30 30 0.1
2 1500 60 10 0.1
2 1500 60 20 0.1
2 1500 60 30 0.1

Upon finding an optimal mixingregime – 
mixing speed of 60 RPM for 30 min – vari-
ous CNT concentrations were tested starting 
from 0.1 weight% till 3.3 weight% as seen 
in Table 3. After each mixing, a qualita-
tive analysis was performed similar to the 
one, which was used for identifying mixing 
regimes. In addition, each Ti-6Al-4V-CNT 

composite powder was not only visually 
tested but it was also tested on the 3D printer 
bed for its recoating properties. As a result, 
it was concluded that the CNT concentration 
that was suitable for 3D printing, especially 
for the powder recoating, was in a range of 
0.1 to 0.5 weight%.

Table 3. Mixing Parameters for Centrifugal Mixing and Testing Results for Each CNT Concentration

MIX 
No.

CNT 
(g)

Ti6Al4V 
(g)

Mixing speed 
(RPM)

Mixing Time 
(min)

CNT weight 
% Notes

1 50 1500 60 30 3.3 Impossible to use in additive 
manufacturing

2 2 1500 60 30 0.1 Suitable for powder recoating
3 3 1500 60 30 0.2 Suitable for powder recoating
4 4 1500 60 30 0.3 Suitable for powder recoating
5 6 1500 60 30 0.4 Suitable for powder recoating
6 8 1500 60 30 0.5 Suitable for powder recoating
7 9 1500 60 30 0.6 Problems with powder recoating
8 10 1500 60 30 0.7 Problems with powder recoating
9 12 1500 60 30 0.8 Problems with powder recoating
10 15 1500 60 30 1.0 Problems with powder recoating

2.4. 3D Printing Using Selective Laser Melting

The 3D printer used for AM was Aurora 
Labs Titanium Pro S1 machine. This 3D 
printer utilises powder bed fusion-laser 
process. Moreover, this Aurora Labs Tita-
nium Pro S1 machine was modified from 
its original design by replacement of the 
laser. Aurora Labs Titanium Pro S1 laser 
system was replaced with a MaxPhotonics 

200W-300L fibre laser. Maximum laser 
power of the system is 250W. Focal distance 
is 75 mm. Laser spot size is 90 microme-
tres. Build envelope is 200x200x500 mm. 
Layer thickness can be varied from 30 to 
100 micrometres. Laser travel speed can be 
adjusted in the range of 0–100 mm/s.

The main goal of this research was 
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to investigate how CNT could improve 
Ti-6Al-4V material mechanical proper-
ties. CNT concentration was increased step 
by step and specimens were printed with 
each level of CNT concentration for tensile 
strength tests. Based on the first stage of 
the research [30], specimens were printed 
with the following processing parameters – 
layer thickness of 0.07 mm, laser travel 
speed of 80 mm/s, hatch spacing of 0.15 
mm and laser power of 90W. From each 

batch with different CNT concentration, 
3D printed specimens were tensile strength 
tested straight after the 3D printing process 
and after the heat treatment process. Micro-
structure of printed specimens was analysed 
using Mytotoyo microscope for microstruc-
ture analysis (see Fig. 3). Microstructure 
analysis allowed observing CNT inclusions 
(Fig. 4) fully enclosed or fused within the 
base material.

Fig. 4. Polished specimen with CNT inclusions.

2.5. Heat Treatment of 3D Printed Specimens

Heat treatment of 3D printed specimens 
was performed in the Nabertherm RHTC 
80-710/15 heat treatment furnace. It is a 
compact tube furnace with SiC rod heating 
and integrated switchgear and controller. 
Maximum temperature range is 1500  ℃. 
The furnace is designed to perform a heat 
treatment process in an inert gas or vacuum 
environment, which is advisable for heat 

treatment of titanium alloys. Temperature 
for heat treatment was set to 1000  ℃ for 
a period of 1 hour, which was followed by 
cooling down in the same furnace. Heating 
gradient was set to 5 ℃/minute. The aim of 
the heat treatment was to analyse how the 
heat treatment influnced tensile strenght of 
the specimens. The results are discussed in 
the next section.

2.6. Tensile Strength Testing of 3D Printed Specimens

Tensile strength tests were performed 
on Zwick/Roell Z150 testing machine under 
displacement control at a rate of 1.5 mm/
min. This speed approximately corresponds 

to a strain rate of 2.7 %/min. Optical  exten-
someter from Zwick was used for strain 
measurement as seen in Fig. 5. The gauge 
length of the extensometer was set to 17 mm.
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Fig. 5. Tensile strength testing machine and tested specimens with white lines for optical extensometer.

Table 4. Average Tensile Strength Results for Each CNT Concentration

No. CNT concentration 
(weight%)

Heat treatment  
process

Average tensile 
strength (MPa)

Average Elongation 
(A%)

1 0 – base material No 985 3.0

2 0 – base material Yes 990 7.0

3 0.1 No 1017 2.9

4 0.1 Yes 1031 6.5

5 0.2 No 1011 2.8

6 0.2 Yes 1010 6.6

7 0.3 No 1009 2.9

8 0.3 Yes 1020 5.5

9 0.4 No 1010 3.0

10 0.4 Yes 1019 5.5

11 0.5 No 1228 3.1

12 0.5 Yes 1233 6.0

The best results were reached with the 
material having 0.5 weigh% CNT concen-
tration – it reached tensile strength of 1245 
MPa and elongation of 6.5 %. This tensile 
strength is more than a 20 % improvement 
compared to the best batch with base mate-
rial (no CNT) which accordingly reached 
tensile strength of 1035 MPa and elonga-

tion of 7 %. It should be noted that results 
indicate that a presence of CNT improves 
maximum tensile strength, but does not 
provide much improvement over elasticity 
because average elongation is still around 
3 % for non-heat-treated material and 6 % 
for heat-treated material.
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Fig. 6. Graphics of average tensile strength results.

3. CHALLENGES WITH MATERIAL 
DISTRIBUTION IN A METAL 3D PRINTER

Aurora Labs 3D printer utilises a pow-
der bed fusion-laser proces and powder 
delivery is provided with three extruders. 
Extruders extract powder from three hoop-
ers and by argon flow powder is injected 
on the build platform. When concentration 
of CNT was increased above 0.6 weight%, 
there were problems with powder extru-
sion through the powder extrusion pipes. 
To solve this problem, argon flow was 
increased from 10 to 20 l/min. When 
CNT concentration was increased above 
0.5 weight%, it was observed that it was 
almost impossible to evenly distribute a 
layer of composite powder. Carbon nano-
tubes started to stick out from the compos-
ite powder layer and the recoater blade left 
traces with lines in the powder layer (see 
Fig. 7a). Additional upgrade was done for 
the recoater arm to improve powder layer 
quality and CNT compacting. Original 
rectangular silicon rubber was changed 

to a rounded triangle form which did not 
scrape out so much CNTs from metal 
powder (see Fig. 7b and c). Schematic 
representation of an uneven powder layer 
with CNT concentrations higher than 0.5 
weight% is illustrated in Fig. 8. This also 
created a problem that in the next layer 
recoater arm hitched on CNTs and a pow-
der pocket was created behind the carbon 
nanotube. Sometimes it created porosity 
because there was no material, but in some 
cases powder fell into this pocket after 2 
or 3 layers, which increased a layer thick-
ness in this spot to a level which was much 
higher than it was possible to properly 
melt with pre-set laser power. This led to 
high scrap percentage and we had to pro-
duce samples without support structures 
and with added material which was later 
removed by machining. This was the only 
solution to successfully produce samples 
without surface defects.
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Fig. 7. a) Rough recoated layer with CNT concentration higher than 0.5 weight%, b) cross-section of standard 
rectangular form silicone rubber of recoater arm, and c) cross-section of rounded triangle form silicone rubber 

of recoater arm.

Fig. 8. Schematic representation of an uneven powder layer with CNT concentrations higher than 0.5 weight%.

Experiments also showed that it was 
challenging to maintain stable mechanical 
properties through entire batch of printed 
specimens. Due to non-cosistent recoat-
ing, a certain amount of printed specimens 
was not suitable for further tests – tensile 
strength testings. Figure 9 illustrates a typi-
cal defect – delayering of printed layers. 

This defect was especially evident when 
printing specimens having CNT concen-
tration above 0.5 weight%. Visual control 
of specimens allowed concluding that a 
surface quality of printed composites was 
decreased compared to non-CNT printed 
specimens.  

Fig. 9. Defects with layering for a composite with high CNT concentrations.
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4. CONCLUSIONS AND FURTHER RESEARCH

The aim of the research was to improve 
Ti-6Al-4V base material mechanical prop-
erties by adding carbon nanotube (CNT) 
additives. Results indicated very promis-
ing improvements – a tensile strength was 
increased by 20 %. In the best case, the batch 
of specimens with pure Ti-6Al-4V material 
reached a tensile strength of 1050 MPa, but 
Ti-6Al-4V mixed with 0.5 weight% CNTs 
reached tensile strength of 1250 MPa. The 
aim of the research was achieved; however, 
newly designed material – Ti-6Al-4V-CNT 
composite – could be problematic to use 
in the metal additive manufacturing pro-

cess, especially in the 3D printers utilis-
ing a powder bed fusion. Experiments also 
showed that it was challenging to maintain 
stable mechanical properties through the 
entire batch of printed specimens, as well 
as surface quality was decreased compared 
to non-CNT printed materials. Compos-
ite material research should be continued 
with additional experiments on the powder 
recoater arm to find a more suitable powder 
distribution process for the new composite 
material, which could improve the repeat-
ability of the results and exploit new mate-
rial full potential.
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This study analyses a turbine flow meter in the context of a hydrogen compressor sys-
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numerical modelling experiments give a possibility to continue research into the hydrogen 
compression system. 

Keywords: Calibration, CFD modelling, linearity, turbine flow meter, viscosity.

1. INTRODUCTION

The need for an accurate and cost-
effective liquid flow rate metering method 
is increasing every day, especially when it 
is necessary to estimate the cost of a cer-
tain amount of liquid or gas transferred 
through a pipeline. Industrial technological 
processes require flow measurement for the 
needs of the process control. Certain flow 
rates are required for optimum performance 
of the equipment. Therefore, accurate flow 

rate measurement is very important for 
industrial processes. There are two main 
ways to measure the flow:  by volume and 
by weight. Liquids can be measured either 
in terms of weight or volume velocity, e.g., 
tonnes per hour, kilograms per minute, litres 
per hour, litres per minute, cubic meters per 
hour, etc.

In this study, a flow meter is considered 
as an integral part of the hydrogen com-
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pression system. The system is patented 
and consists of hydrogen hydraulic com-
pressors, where liquid and gaseous media 
are simultaneously supplied to the work-
ing chamber [1]. In this system, hydrogen 
is compressed by supplying a pressure fluid 
to a hydrogen cylinder. The use of a flow 
meter in this system provides the ability to 
control the level of hydrogen compression, 
enhancing the performance and reliability 
of the hydraulic hydrogen compression set.

A hydrogen compressor system is used 
to compress hydrogen gas to a higher pres-
sure for storage or transportation. Hydrogen 
compressors are typically used in applica-
tions such as hydrogen fuelling stations, 
chemical processing plants, and hydrogen-
powered vehicles. The compression process 
can involve one or more stages, using either 
positive displacement or dynamic compres-
sors. The choice of compressor type and 
system configuration depends on various 
factors such as the required flow rate, inlet 
pressure, outlet pressure, and discharge 

temperature. The hydrogen compressor sys-
tem may also include components such as 
intercoolers, aftercoolers, filters, and pres-
sure regulators to ensure safe and efficient 
operation.

There are three main types of speed 
flow or rate meters:
•	 Flow meters using a propeller or turbine 

mounted in the flow space, the rotation 
speed being the measure of the flow 
rate. The main flow meters in this cat-
egory are as follows: Turbine, Propeller 
and Pelton wheel flow meters.

•	 Flow meters with the flow rate indica-
tion derived from the measurement of a 
pressure drop across a reduction in the 
flow area: Pressure Drop flow meters.

•	 Flow meters using more recent measur-
ing concept such as: Ultrasonic; Elec-
tro-magnetic; Vortex shedding, Fluidic; 
and Swirl flow meter [2].

Different types of flow meters and their 
characteristics are presented in Table 1.

Table 1. Types of Flow Meters

Type of  
flowmeter

Flow range  
[l/min] Accuracy Maximum  

pressure [kg/m2]
Temperature 

range

Turbine –2700000 0.25 % 4535  -240 °C to +1380 °C

Magnetic 0.2–1900000 1 % 1644  -240 °C to +177 °C

Ultrasonic 0.2–75000 1 % 1360  -200 °C to +200 °C

Orifice - fixed 0–1900000 1 % 2721  -40 °C to +400 °C

Orifice - variable 150–1500 1 % 2721  -200 °C to +500 °C

Positive displacement 0.1–12000 0.25 % 653  -40 °C to +250 °C

The choice of the flow meter for a par-
ticular application will depend on the phys-
ical-chemical nature of the fluid, the pipe 
diameter and levels of pressure and tem-
perature of the fluid, whose flow rate is to 
be measured. For our study purposes, a tur-
bine flow meter was selected. As the main 
concern is the process pressure, the obvi-

ous choice among all the types of meters is 
the turbine flow meter, as it has the highest 
maximum pressure value. Applicable mea-
surement standards and recommendations 
are stated by the International Organization 
of Legal Metrology [3] and the European 
Association of National Metrology Insti-
tutes [4].
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2. THEORETICAL BACKGROUND

The first turbine flow meter was invented 
in 1790 by Reinhard Woltman. The turbine 
flow meter is reliable for use with both liq-
uids and gases. A turbine flow meter is con-
structed with a rotor and blades that use the 
mechanical energy of the fluid to rotate the 
rotor in the flow stream. The turbine flow 
meter design is presented in Fig. 1. Blades 
on the rotor are angled to transform the 
energy of the flow stream into rotational 
energy. The rotor shaft spins on bearings: 
when the fluid moves faster, the rotor spins 
proportionally faster. A turbine flow meter 
rotor with a pick-up sensor is presented in 
Fig. 2. Rotor movement is often detected 
magnetically when movement of the rotor 

generates pulsation. When the fluid moves 
faster, more pulses are generated. Turbine 
flow meter sensors detecting the pulse are 
typically located externally to the flowing 
stream to avoid material of construction 
constraints that would result if wetted sen-
sors were used. The RPM of the turbine 
wheel is directly proportional to the mean 
flow velocity within the tube diameter and 
corresponds to the wide range of the vol-
ume flow. A flow transmitter processes the 
pulse signal to determine the flow of the 
fluid. The flow transmitter and sensing sys-
tems are available to sense the flow in both 
forward and reverse flow directions. 

Fig. 1. Turbine flow meter design: 1 – body; 2 – upstream flow conditioner; 3 – downstream flow conditioner; 
4 – rotor; 5 – magnetic induction sensor; 6 – core; 7 – coil. 

 

Fig. 2. Turbine flow meter rotor with a pick-up sensor.
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The K-factor is used to describe the per-
formance of meters to output of which is the 
form of electrical pulses (1):

 (1)

where n is a number of pulses per unit time.
Vt is the volume passed in that time.

Advantages of turbine flow meters are 
the following: 
•	 Wide flow range, including low flow 

rates.
•	 Good accuracy. For liquids it is usually 

±0.25 %~±0.5 %, for gas turbine flow it 
is mostly ±1.5 %. Turbine flow meters 
are relatively high accuracy flow meters 
compared to other types of meters.

•	 Simple and durable construction.
•	 Easy installation and maintenance.
•	 Flexible connection to flow instruments 

for flow control.
•	 Wide range of operational temperature 

and pressure.
•	 Low pressure drops in the turbine.
•	 Convenient signal output.

Disadvantages of turbine flow meters 
are the following:
•	 Constant back pressure is required to 

prevent cavitation.
•	 Accuracy is adversely affected by liquid 

bubbles.
•	 Can only be used for measuring clean 

liquids and gases (a filtering screen may 

be required upstream the flow to pre-
vent the damage caused by particles and 
inclusions).

•	 Not applicable for measuring corrosive 
liquids.

•	 A turbulent flow (constant fluid velocity 
throughout the complete pipe diameter) 
is required for measurement accuracy.

•	 Affected by changes in fluid viscosity.
•	 A straight pipe upstream and downstream 

the turbine meter is required to allow for 
dissipation of vortex paths in the flow.

•	 May not work accurately with high vis-
cosity fluids if the flow pattern is laminar.

•	 The performance of a small size meter 
(2 inch or less) is critically affected by 
physical properties, and it is difficult to 
improve the flow meter capacity for a 
small size sensor.

•	 A turbine flow meter cannot retain its 
original calibration for a very long time 
as it will gradually change owing to sur-
face wear or presence of dirt, requiring 
periodic recalibration to maintain high 
accuracy.

When the fluid passes through the tur-
bine flow sensor rotor, it begins to spin due 
to the applied force. Simultaneously, there 
are certain opposing forces acting on the 
rotor. The turbine flow meter performance 
equation in stable condition is the follow-
ing:

 (2)

where Td  is the rotor driving torque, Tb is journal bearing retarding torque, Th is rotor hub 
retarding torque due to fluid drag, Tm  is retarding torque due to mechanical friction in journal 
bearings and attractive force of magnetoelectricity detector, Tt is blade tip clearance drag 
torque, Tw both hub disk retarding torque due to fluid drag; Tr is a sum of drag torques; J is 
rotational inertia of the rotational system; ω is the turn speed of the rotor. The torques acting 
on the rotor of the turbine flow sensor are depicted in Fig. 3.
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Fig. 3. Conceptual representation of the forces 
acting on the rotor (Vz is a direction of the axial 

velocity component).

The viscosity of the fluid is one of the 
major factors that affects the performance 
of turbine flow meters. For fluids with low 
viscosity (water: 1 mm2/s and below), the 
meter response is linearly dependent on 
the flow rate. However, for fluids with high 
viscosity (hydraulic fluid: 50 mm2/s to 100 
mm2/s) the meter response is highly nonlin-
ear [5]. The coefficient of viscosity, usually 
termed as viscosity, is a figure that indicates 
the amount of resistance a particular fluid 
offers to a shearing force under a laminar 
flow condition.

There are studies that analyse a viscos-
ity effect on turbine flowmeter performance 
based on experiments and CFD simula-
tion [5]–[8]. In research [5], results dem-
onstrated that increasing viscosity led to 
a reduced meter factor and a rise in a lin-
earity error. This is attributed to changes 
in wake flow and pressure distributions on 
the rotor blades, as detailed in CFD simu-
lations. Similarly, the research outlined in 
[6] underscored viscosity influence on the 

turbine flow sensor, particularly affecting 
the impeller inlet velocity profile and fluid 
leakage. Through strategies like modifying 
the sensor hub radius in relation to the hous-
ing inner radius and fine-tuning impeller 
length, the study achieved enhanced accu-
racy across diverse viscosity levels. This 
optimization brought down the discrepancy 
in the average meter factor between the 
extremes of viscosity from 22 % to a mere 
2.2  %. Additionally, the newly introduced 
performance metric demonstrated a marked 
improvement from values exceeding 20 % 
to figures below 5 %. Further research indi-
cates that the impeller blade shape of DN10 
turbine flow sensor, defined by the struc-
tural parameter η (incorporating aspects 
like the blade axial length and the blade tip 
axial length), is a key determinant of fluid 
dynamics, wake flow patterns, velocity 
distribution, and, in turn, the sensor over-
arching performance. To elevate a sensor 
efficacy, modifications in the rotor architec-
ture, contour, and dimensions are pivotal. 
Specific studies [9]–[13] have focused on 
rotor optimization, pinpointing essential 
geometric facets of the rotor, such as blade 
count, blade tip radius, rotor hub radius, 
helical blade lead, blade thickness, blade 
bevel edge angle, and rotor hub length, as 
critical contributors to flow meter perfor-
mance. Comparative evaluations between 
CFD simulations and empirical results, as 
cited in [14], [15], suggest a close correla-
tion, endorsing the feasibility of predicting 
turbine flow meter efficiency via simula-
tions.

The accuracy of turbine flow meter is 
expressed in terms of linearity and repeatabil-
ity. The linearity is calculated as follows (3):

 (3)
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Thus, KMax​ and KMin​ are crucial param-
eters when evaluating sensor performance 
indicators. Previous research [2] indicates 
that the highest meter factor KMax​ emerges 
at peak flow rates, while the lowest meter 
factor KMin​ is seen at the lowest flow rates, 
especially at elevated viscosities. There-
fore, to enhance the sensor efficiency across 
a broad viscosity spectrum, the meter fac-
tor at low flow rates should be raised, or 

the meter factor at high flow rates should 
be lowered.

Repeatability is the flow meter ability to 
give exactly the same output when measur-
ing exactly the same flow rate.  The output 
of some flow meters drifted with time, after 
a period of operation it would still give good 
repeatability but about in different point.

Repeatability (4) is calculated as fol-
lows:

 (4)

3. METER STRUCTURE AND GEOMETRICAL PARAMETERS

For the numerical and physical experi-
ment in a laboratory, water as working liq-
uid was used. The object of investigation 
is a turbine flow meter KF500 used for the 
precise measurement of instantaneous flow 
rates and flow equities of low-viscosity flu-
ids. It can be widely used in the fields of 

industry, metallurgy, scientific research for 
measuring or control. Several output param-
eters and other options can be applied, the 
device is completed with instantaneous 
flow rate and totalizer. Technical features of 
KF500 are presented in Table 2.

Table 2. Turbine Flow Meter Technical Parameters

Parameter Value

Measure range 0.01 to 800 m3/h

Accuracy ±1% in measure scale 1:10 & ±2% in measure scale 1:25

Temperature 20 to 100 °C (Medium) / -25 to 55 °C (Environment)

Body material Stainless Steel

Wetted part material Alloy Steel

Power supply -24 V DC

Output signal 4–20mA and pulse output

Figure 4 illustrates the structure and key 
geometric dimensions of the turbine flow 
sensor. The sensor is equipped with both 
upstream and downstream flow condition-
ers. The conditioners, located on both ends 
of the sensor, ensure that the fluid flow is 

uniform and conditioned before it interacts 
with the rotor. The rotor, being the central 
component, has blades that respond to the 
fluid flow, and its dimensions are critical to 
the sensor performance.
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Fig. 4. The internal structure of a turbine flow meter.

4. NUMERICAL EXPERIMENT OF A TURBINE FLOW METER 

The three-dimensional model of the 
DN10 rotor flow meter is constructed with 
the ANSYS Design Modeller function 
within the ANSYS Workbench platform. 
The dimensions were maintained with a 
high level of accuracy in accordance with 
the physical model. To ensure a more accu-
rate representation of real-world conditions, 
straight pipes located upstream and down-
stream of the flow meter were extended by a 
length equivalent to 2.5 times their diameter 
in the simulation. The model was subse-
quently partitioned into three components, 
with the rotating region situated in the cen-
tral portion and the surrounding portions 
positioned in the anterior and posterior sec-
tions, respectively. 

The experiment involved the removal 
of the flow conditioner and blades using 
a Boolean command. This resulted in the 
division of the regions into three parts: a 
spinning region containing the turbine cav-
ity, and a surrounding area containing the 
conditioner cavity. This approach has the 
potential to decrease the duration of the 

simulation process. The tetrahedron mesh 
method is employed in the procedure to 
enhance the quality of the mesh. The com-
putational domain was partitioned into three 
distinct regions: the upstream straight pipe 
and flow conditioner, the rotor region, and 
the downstream straight pipe and flow con-
ditioner. Ensuring that the skewness of the 
model remains below 0.9 is done in order to 
improve the quality of the results.

The simulation was conducted using the 
ANSYS Fluent software. The turbulence 
model was chosen for this study. The stan-
dard k-ω model was derived from the Wil-
cox k-ω model, with modifications made 
to account for low Reynolds number, com-
pressibility, and shear flow propagation. In 
contrast to the traditional k-ω model, the 
SST k-ω model exhibits superior accuracy 
and algorithmic stability in the vicinity 
of the wall, as well as enhanced accuracy 
and credibility throughout a broader range 
of flow fields. The turbulence model cho-
sen for this investigation was the SST k-ω 
model because of the low Reynolds num-
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ber exhibited by the fluid flow in the pipe-
line. In the initial experiment, water was 
employed as the working fluid; however, 
for subsequent trials, a low-viscosity sili-
cone oil was utilized. The cells that rotate 
and surround were allocated with their cor-
responding working fluid. The inlet bound-
ary condition was specified as a velocity 
inlet, whereas the output boundary con-
dition was specified as a pressure outlet. 
This study employed a passive method, 
specifically the 6DOF model and dynamic 
mesh, to simulate the internal flow field of 
the turbine flow sensor. This approach was 
chosen based on the operating principle of 
the turbine flow sensor. The simulation was 
initiated using a hybrid method, employing 

a straightforward approach. The simulation 
was executed for a duration of 10 seconds. 
The resolution of the grid was vital for the 
simulation effectiveness.

The integrity of the grid cells pro-
foundly influences the rate of convergence 
and the precision of the simulation. An 
example of grid resolutions is depicted in 
Fig. 5, aimed at ensuring the grid quality 
and minimizing the model grid count. The 
method used for meshing was Tetrahedrons 
with size of 0.4 mm for the whole body 
and 0.3mm for rotor walls. The number of 
nodes was 81115 and that of the elements 
was 368134. The maximum skewness was 
0.88. Inflation was provided on the rotating 
region for better simulation.

Fig. 5. An informative visualization of the grid structure used in the 
simulation model of a turbine flow sensor.

5. NUMERICAL SIMULATION RESULTS & DISCUSSION

During the testing process, water was 
the medium used. Specific flow rates were 
employed for this testing, including 0.2 
m3/h, 0.3 m3/h, 0.48 m3/h, 0.84 m3/h, to 
evaluate the performance of the flow meter 
under these conditions. The variation of 
angular velocity with time for average fluid 
velocity of 0.54 m/s is shown in Fig. 6. Ini-
tially, ω ascends swiftly and then enters a 

phase of periodic fluctuation upon attain-
ing a particular value. It is inferred that 
the impeller achieves consistent rotational 
motion at this juncture. The fluctuation in 
ω is predominantly attributed to the angle 
at which the liquid strikes the blade. The 
mean velocity, ω, is determined by averag-
ing the spinning speeds recorded at each 
time increment within a complete cycle.
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Fig. 6. The change in the angular velocity with time for average velocity of fluid equals to 0.54 m/s. 

The primary goal of simulation was 
to study the turbine response to fluids of 
varying viscosities. The turbine angu-
lar velocity was evaluated as it interacted 
with these fluids. In the simulation, it was 
noted that with an increase in viscosity, the 
torque also increased, which was consis-
tent with the principles of hydrodynamics. 
This increase in torque due to higher vis-
cosity directly affected the angular veloc-
ity of the turbine. Specifically, for a given 
input power, a higher torque would mean a 
reduced angular velocity. Therefore, as the 
viscosity of the fluid increases, the turbine 
angular velocity tends to decrease, unless 
additional power is supplied to counteract 
the increased drag and maintain the same 
rotational speed. Viscosity defines a fluid 
ability to resist deformation. In the context 
of the simulation, fluids with higher viscos-
ity show greater internal resistance, com-
plicating the movement of fluid layers over 
one another. When the fluid passes through 
the turbine blades, this increased resistance 
results in heightened aerodynamic drag on 
the blades, leading to an increased torque 
on the turbine. This drag is a key factor in 

the observed changes in angular velocity.
Using water as our reference measure-

ment, it is evident that as viscosity increases, 
the torque exerted on the turbine surface 
also increases. Consequently, the angular 
velocity of the turbine is affected. Based on 
our prior observations, variations in viscos-
ity lead to differing rotational speeds of the 
turbine, thereby influencing the K-Factor of 
the turbine. 

Figure 7 represents the relationship 
between flow rate and meter factor for two 
different fluids: water and silicon oil. 

The shape of the curve depends on the 
viscosity of the liquid which varies with tem-
perature and from liquid to liquid, as well as 
on the flow range over which the flow meter 
is used. The turbine can be designed that is 
less sensitive to one of those two factors. 
This can be done by varying the tip clear-
ance of the impeller, by correct design of 
the rotor blades or by altering the hub/rotor 
ration. The effect of increasing the tip clear-
ance is twofold, it frees the rotor from the 
high drag area at the tips, and also places 
the rotor in the region of higher velocity.
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Fig. 7. Comparison of meter factor vs. flow rate for water and silicon oil.

The meter factor K varies across dif-
ferent viscosity levels, Fig. 8 showcases 
the relationship between K factor and the 
kinematic viscosity of the fluid for average 

velocity of fluid being equal to 0.54 m/s. It is 
evident from the graph that as the viscosity 
rises, the meter factor K consistently drops 
throughout the entire range of viscosities.

Fig. 8. Viscosity effect on K factor of turbine flow meter.

Viscosity greatly impacts the perfor-
mance of turbine flow meters. High-vis-
cosity fluids create more drag on turbine 
blades, requiring more torque for rotation. 
They also present a pronounced laminar 
flow profile, reducing effective flow veloc-
ity. Additionally, viscous fluids can increase 
start-up torque due to greater resistance to 

initial movement, affect bearing friction, 
and alter the meter operational flow range. 
Thus, fluid viscosity is a crucial factor in 
the design and calibration of turbine flow 
meters for accurate measurements.  Flow 
velocity distribution between the rotor 
blades is shown in Fig. 9.
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Fig. 9. Flow velocity distribution at the rotor inlet for water:  
on the left – a flow rate of 0.2 m3/h;  

on the right – a flow rate of 0.84 m3/h.

As accuracy of flow metering is impor-
tant, turbine flow meters should be cali-
brated using exactly the same fluids which 
are to be measured. The calibration should 
also be carried out using the same upstream 
and downstream pipework as would be 
used in a particular installation. It means 
that calibration has to be carried out on site 
using a meter prover. To calibrate means to 
standardize (as a measuring instrument) by 
determining the deviation from a standard 
so as to determine the proper correction 
factors. There are two key elements to this 
definition: determining the deviation from 
a standard and ascertaining the proper cor-
rection factors. The calibration of the flow 
meters needs to be carried out on a regu-
lar basis. The procedure can be performed 
by using another calibrated meter as a ref-
erence or by applying a known flow rate. 
The accuracy can vary over the range of the 
instrument and with temperature and spe-
cific weight changes in the fluid, so all these 
factors have to be considered. Thus, the 
meter should be calibrated over temperature 

as well as over the range, so that the appro-
priate corrections can be made to the read-
ings. A turbine meter should be calibrated 
at the same kinematic viscosity at which it 
will be operated when in service. 

The laboratory provers generally oper-
ate with a gravimetric calibration system. 
They can apply water/oil as the operational 
fluid. The gravimetric method is the weight 
method, where the flow of liquid through 
the meter being calibrated is diverted into 
a vessel that can be weighed either continu-
ously or after a predetermined time.

The weight is usually measured with 
the help of load cells. The weight of the 
liquid is then compared with the registered 
reading of the flow meter being calibrated. 
Volumetric method is a technique, where a 
flow of liquid through the meter being cali-
brated is diverted into a tank of known vol-
ume. The time to displace the known vol-
ume is recorded to get the volumetric flow 
rate, e.g., gallons per minute. This flow rate 
can then be compared to the turbine flow 
meter readings.
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6. EXPERIMENTAL EVALUATION

A controlled physical experiment was 
carried out in a laboratory setting to study 
the behaviour of a turbine flow meter when 
used with water at a working temperature 

of 20 °C. For the study purposes, a physi-
cal experiment diagram was developed 
(Fig. 10), and the process algorithm was 
described (Table 3).

Fig. 10. The diagram of the experiment involving the pump: Closed inlet tank (1), pump (2), manometer (3), 
isolating ball valve (4), bypass ball valve (5), flow meter (6), flow regulation ball valve (7), outlet tank (8).

Table 3. The Experiment Process Algorithm

Number Action
1 The liquid is poured into the inlet tank, the volume/mass of the liquid is recorded
2 Valves 5, 4, 7 are shut 
3 Pump activation, waiting for the operational pressure on the manometer (3) 
4 Opening of valves 4, 7
5 Liquid transfer from tank 1 to tank 8
6 Recording of the meter readings upon completion of the liquid transfer
7 Shutting of valves 4,7
8 Liquid volume/mass metering in tank 8

9 Recording and comparison of the meter readings and actual measurement figures, correction of 
the operation of the metering system

10 Opening of bypass valve 5, pump 2 activates the back flow
11 Transfer of the liquid into the inlet tank to check for steady state readings

Table 4 presents a side-by-side compar-
ison of simulation and experimental results 

focusing on the average meter factor and 
linearity error. 

Table 4. Comparison of Experimental and Simulation Results

Simulation Experiment Error, %
Average meter 

factor Linearity error, % Average meter 
factor Linearity error, %

1573 0.01 1555.86 0.0089 1.09

The simulation predicted an average 
meter factor of 1573, while the experi-
mental result was 1555.86, a minor devia-

tion of 1.09 %. Additionally, both methods 
exhibited incredibly low linearity errors, 
with the physical experiment being slightly 
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more consistent at 0.0089  % compared to 
0.01% achieved in the simulation. Overall, 
the simulation closely mirrored the experi-

mental results, demonstrating its reliability 
and precision. 

7. CONCLUSIONS

The study outlined in this document 
provides a comprehensive investigation into 
the performance characteristics of a DN10 
rotor flow meter using ANSYS simulation 
tools and subsequent physical experimental 
validation. The meticulous construction of 
the three-dimensional model and the subse-
quent partitioning into distinct components 
allowed for the evaluation of the flow meter 
behaviour under various conditions, includ-
ing alterations in fluid viscosity and flow 
rates. The use of the SST k-ω turbulence 
model and the dynamic mesh technique 
for simulating the internal flow field of the 
turbine flow sensor have been proven to be 
effective approaches, as evidenced by the 
close correlation between simulation and 
experimental results.

The investigation underscored the con-
siderable influence of fluid viscosity on the 
performance of turbine flow meters. It was 
observed that as viscosity increased, there 
was a notable decrease in the turbine angu-

lar velocity due to the increased drag force. 
In the comparison between water and 

silicone oil, it becomes apparent that the 
fluid kinematic viscosity plays a pivotal role 
in determining the meter factor (K), with a 
higher viscosity correlating to a decreased 
K-factor. This can have significant implica-
tions for industrial processes where precise 
flow measurements are essential for optimal 
operation.

Moreover, the experimental evaluation 
of the flow meter performance through a 
carefully designed laboratory setup pro-
vided tangible evidence that supported the 
accuracy of the numerical simulations. The 
slight discrepancies observed between the 
experimental data and the simulated results, 
in terms of the average meter factor and lin-
earity error, fall within an acceptable range 
that validates the simulation model efficacy. 
The negligible error percentage of 1.09 % in 
the average meter factor is indicative of an 
exceptionally reliable simulation process.

ACKNOWLEDGEMENT

The study has been financed by ERDF 
project “Experimental Studies and Develop-
ment of Technology on Hydraulic Compres-
sion of Hydrogen” No 1.1.1.1/20/A/185. 

We acknowledge Riga Technical Univer-
sity’s HPC Centre for providing access to 
their computing infrastructure.

REFERENCES

1.	 Bezrukovs, V., Bezrukovs, Vl., Bezrukovs, 
D., Konuhova, M., & Berzins, A. (2022). 
Hydrogen Hydraulic Compression Device. 
LVP2022000071, 31.08.2022.

2.	 Benard, Ing C. J. (1988). Handbook of 
fluid flowmetering (1st ed.). UK: Trade & 
Technical Press.



126

3.	 International Organization of Legal 
Metrology. (n.d.). OIML Website. Available 
at https://www.oiml.org

4.	 European Association of National 
Metrology Institutes. (n.d.) Metrology for 
Regulation Event. Available at https://www.
euramet.org

5.	 Guo, S., Sun, L., Zhang, T., Yang, W., & 
Yang, Z. (2013). Analysis of Viscosity Effect 
on Turbine Flowmeter Performance Based 
on Experiments and CFD Simulations. Flow 
Meas. Instrum., 34, 42–52. doi: 10.1016/j.
flowmeasinst.2013.07.016.

6.	 Tegtmeier, C. (2015). CFD Analysis of 
Viscosity Effects on Turbine Flow Meter 
Performance and Calibration. Master 
Thesis, University of Tennessee. https://
trace.tennessee.edu/utk_gradthes/3415

7.	 Ruiz, V., Pereira, M.T., & Taira, N.M. 
(2013). Turbine flowmeter and viscosity 
effects of liquid hydrocarbons. In 16th Int. 
Flow Meas. Conf. 2013, FLOMEKO 2013, 
(pp. 479–483).

8.	 Guo, S., Yang, Z., Wang, F., Zhao, N., & 
Li, X. (2021). Optimal Design of Wide 
Viscosity Range Turbine Flow Sensor 
Based on Flow Field Analysis. Flow Meas. 
Instrum., 79, 101909. doi: 10.1016/j.
flowmeasinst.2021.101909.

9.	 Guo, S., Wang, S., Zheng, X., Zhao, N., Fang, 
L., & Li, X. (2019). Optimization of turbine 
flow sensor structure based on the velocity 
distribution inlet. In I2MTC 2019 – 2019 
IEEE Int. Instrum. Meas. Technol. Conf. 
Proc. doi: 10.1109/I2MTC.2019.8827083.

10.	 Wang, Z., & Zhang, T. (2010). Optimization 
of geometric parameters of the rotor in the 
turbine flowmeter. In 15th Int. Flow Meas. 
Conf. 2010, FLOMEKO 2010, (pp. 896–
906).

11.	 Ren, Z., Zhou, W., & Li, D. (2022). 
Response and Flow Characteristics of 
a Dual-Rotor Turbine Flowmeter. Flow 
Meas. Instrum., 83, 102120. doi: 10.1016/j.
flowmeasinst.2022.102120.

12.	 Lijun, S., Zhaoying, Z., & Tao, Z. (2007). 
Quantitative Optimization Method for 
Rotor Geometric Parameters of Liquid 
Turbine Flow Sensor. Chin. J. Sci. Instrum., 
28 (3), 493.

13.	 Saboohi, Z., Sorkhkhah, S., & Shakeri, H. 
(2015). Developing a Model for Prediction 
of Helical Turbine Flowmeter Performance 
Using CFD. Flow Meas. Instrum., 42, 47–
57.

14.	 Lavante, E.V., Kettner, T., & Lazaroski, 
N. (2003). Numerical simulation of 
unsteady three-dimensional flow fields 
in a turbine flowmeter. In Proceedings 
of the International Conference on Flow 
Measurement. 12–14 May 2003, Groningen, 
the Netherlands.

15.	 Lavante, E.V., Banaszak, U., & Kettner, T. 
(2004). Numerical simulation of Reynolds 
number effects in a turbine flowmeter. 
In Proceedings of the International 
Conference on Flow Measurement, (pp. 
575–582). Guilin, Chine.


