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In this research, density functional theory accompanied with linear combination of atomic 
orbitals (LCAO) method is applied to study the atomic and electronic structure of wurtzite and 
rocksalt ZnxMg1−xO pseudobinary compounds in their bulk phases. Calculated band gaps of 
ZnxMg1−xO solid solutions under study are further validated by means of spectroscopic ellip-
sometry and optical absorption. In agreement with an experiment, it is predicted that increase 
of Zn content in ZnxMg1−xO leads to narrowing of its band gap for both wurtzite and rocksalt 
phases. The calculated infra-red (IR) spectra show that the IR peaks are shifted towards larger 
frequencies along with decrease of Zn content. Presence of imaginary phonon frequencies in 
rocksalt ZnxMg1−xO of x > 0.625 allows us to suggest that it is necessary to use properly ori-
ented substrates for epitaxial growth to overcome polycrystallinity inZnxMg1−xO thin films at 
concentration x = 0.4 – 0.6. 

Keywords: Calculated IR spectra, density functional theory, electronic structure,  solid 
solutions, ZnxMg1−xO.
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1. INTRODUCTION

Deep UV photon sensors based on 
wide or ultrawide-bandgap semiconduc-
tors, such as II-oxides, III-nitrides, dia-
mond, and SiC can be used extensively in 
numerous applications such as biological 
and chemical sensors for ozone detection, 
water purification, determination of pollu-
tion levels in air or any biological agent, 
and in aerospace missions. However, more 
and more applications require a photosens-
ing device/system enabling discrimina-
tion between emitting or polluting species. 
Bandgaps (Eg) of some semiconductors, 
such as diamond and SiC, are not tunable, 
and those of other semiconductors, such 
as composite III-nitrides can only be var-
ied from 3.4 eV to less than 4.5 eV. Other 
UV photon sensors have been fabricated 
using various ultra-wide bandgap semicon-
ductors such as β-Ga2O3 (Eg = 4.9 eV) [1], 
AlN (Eg = 6.0 eV) [2], diamond (Eg =  
5.5 eV) [3, 4], and BN (Eg = 6.4 eV) [5]. 
These photodetectors usually suffer from 
slow response time, low spectral selectivity 
and high dark current.

Incorporation of more than 50  % of a 
foreign metal is one of the discussed prob-
lems [6]. The situation is similar for wurtz-
ite ZnxMg1−xO (ZMO). It is known that the 
ZMO films having the x value higher than 
0.4 usually consist of a mixture of rocksalt 
(rs) and wurtzite (wz) phases due to phase 
separation, which also limits the bandgap 
value to about 4.3 eV [7]–[10]. A new deep 
UV detector based on a ZnO-MgO pseudo-
binary semiconductor with either a pure wz 
or rs crystal structure, in turn, would have a 
tunable bandgap from 3.3 to 7.8 eV and an 
operating energy range from 4.0 eV to 6.0 
eV, thus significantly enhancing the capa-
bilities of the devices at different energies 
simultaneously. Wen et al. [11] indicated 

that the limitation of ZnO and MgO mutual 
solubilities could be broken by stabilizing 
the high MgO-content wz-ZMO and high 
ZnO-content rs-ZMO by using low lattice 
mismatch substrates such as ScAlMgO4, 
MgO and Cu2O. Such devices will have 
advantages of small size, low operating 
voltage, and low cost. However, the suc-
cess of these devices relies on a thorough 
understanding of the basic microstructural, 
optical and electric properties of the mate-
rials and the heterojunctions. It should be 
noted here that while the UV and VUV pho-
ton induced processes have been studied in 
detail both in MgO [12]–[14] and in ZnO 
[15]–[17], the corresponding phenomena in 
their mixed compositions are still far from 
being understood [18].

Recently it has been demonstrated that 
rs-ZMO epilayers and heterostructures can 
be grown on MgO (100) substrates with the 
x value as low as 0.17–0.30 [19]–[23]. The 
rs-ZMO epilayers thus exhibit band gap of 
4.5 eV and above. It is also known that the 
addition of MgO in wurtzite ZnO (wz-ZnO) 
can be over the limit of 40  % suggested 
previously and reach a high value of 70 % 
as a lattice-matched substrate if ScAlMgO4 
(SCAM) is used [24]. Apart from experi-
mental studies consisting in establishing 
growth techniques, large-scale computer 
modelling of crystalline ZMO heterostruc-
tures is needed in order to predict their elec-
tronic band structure, stability and vibra-
tional properties of the wz and rs phases 
with respect to ZMO atomic composition. 
In particular, it is important to investigate 
phase stability of both wz- and rs-ZMO 
compounds in order to evaluate potential of 
low lattice mismatch substrate applicability. 
Theoretical computer modelling of ZMO 
alloys have been carried out within the past 
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decade to investigate morphology of their 
bulk phase transitions and the fundamental 
electronic structure [25], [26]. It should also 
be noted that simulations of these materials 
are considerably less numerous than those 
of more common materials, such as TiO2. 
As one more of the few examples, Xu He et 
al. [27] used the GGA+U method to study 
ZMO to be used as a window layer mate-
rial in CdTe solar cells. They observed that 
increasing of Mg content led to broaden-
ing of the band gap [27]. The same authors 
also studied a similar system with In doping 
[27]. Unfortunately, a specific goal of their 
research did not allow drawing direct par-
allels. Another group [28] also performed 
calculations of ZMO, but the set of x value 
was limited to 0.25 and 0.5.

However, in ZMO epilayers not only 
the bulk properties, but also interfaces 
play an essential role. Therefore, a correct 
description of ZMO solid solutions, their 
vibrational properties, and their electronic 
structure, positions of the band edges are 
necessary for predicting ZMO material 
properties, besides confirming and explain-
ing experimental results. In this study, we 
use density functional theory (DFT) for 
simulation of both wz- and rs-ZMO with x 
in the range from 0.125 to 0.875 in order to 
investigate phase stability, vibrational prop-
erties and bang gap behavior with respect 
to Zn/Mg content. The calculated values of 
band gap width are compared with those 
experimentally measured.

2. COMPUTATIONAL DETAILS

Simulations of ZMO solid solution with 
x varying by 0.125 increment are performed 
on both wz and rs phases using hybrid DFT 
LCAO method. This approach utilizes 
localized Gaussian-type functions (GTFs) 
in the form of basis set (BS) centered on 
atomic nuclei for expansion of crystalline 
orbitals as linear combinations of atomic 
orbitals (CO-LCAO), as it is implemented 
in the total energy code CRYSTAL [29]. 
CRYSTAL possesses a feature of symmetry 

exploitation, which considerably reduces 
the computational costs. In this study, we 
have calculated electronic band structures, 
atomic structures, and IR spectra of both 
wz- and rs-ZMO solid solutions under 
study. The hybrid exchange-correlation 
functional PBE0 has been used [29]. The 
Triple-Zeta Valence with polarization qual-
ity BSs for Mg has been taken from [30], 
while for Zn and O BSs it has been taken 
according to prescriptions given in [31].

Fig. 1. Schematic representation of equilibrium ZMO supercells in (a) wurtzite and (b) rocksalt phases with 
concentration of x=0.5. Grey balls denote Zn, green – Mg, red – O. Each supercell contains 64 atoms.

In order to simulate the ZMO solid solu-
tions, the corresponding wz or rs unit cell 
was expanded to a 2×2×2 SC. The SC retains 

the symmetry of host wz or rs phases and 
contains 64 atoms (Fig. 1). For all studied 
ZMO structures, the equilibrium geometry 
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is obtained using an analytical optimization 
method as implemented in the CRYSTAL 
code [29]. To provide a balanced summa-
tion in both direct and reciprocal lattices, 
the reciprocal space integration has been 
performed by sampling the SC’s Brillouin 
zone with a 6×6×6 Pack-Monkhorst mesh 
[32]. Calculations have been considered as 
converged only when the total energy dif-
fers by less than 108 a.u. in two successive 
cycles of the self-consistent field (SCF) 

procedure. The total geometry optimization 
has been performed by keeping the corre-
sponding bulk symmetry fixed. Within the 
self-consistency, the accuracies (tolerances) 
of 10−8 have been chosen for calculations 
of Coulomb and exchange integrals [29]. 
Band gaps calculated for ZMO parent mate-
rials, wz-ZnO (Eg = 3.57 eV) and rs-MgO 
(Eg = 7.34 eV), are in good agreement with 
those experimentally measured – 3.37 eV 
[33] and 7.77 eV [34], respectively.

3. EXPERIMENT

In this study, we have done character-
ization of the band gaps of ZMO materials 
(thin films). Optical properties (band gaps) 
have been obtained by means of spectro-
scopic ellipsometer (SE) WOOLLAM RC2 
in the spectral range from 210 to 1690 nm 
(or from 5.9 to 0.7 eV). In addition, temper-
ature-dependant absorption (TDA) has been 
measured for ZMO samples under study by 
means of spectrophotometer Analytic Jena 
Specord 210; low temperatures have been 

provided by refrigerator Janis (10–300 K). 
Both wz- and rs-ZMO thin film samples 
have been produced in Taiwan, Sun Yat 
Sen University [11], [24]. Rock salt ZMO 
thin films were synthesized on MgO sub-
strate by means of molecular beam epitaxy 
(MBE) with the x value of 0.35, 0.5, 0.63, 
0.72, 0.82, and 0.87. Wurtzite ZMO thin 
films have been grown by means of MBE 
on SCAM substrate and have concentration 
x = 0.34, 0.5, 0.56, and 0.74.

4. RESULTS AND DISCUSSION

A series of PBE calculations has been 
done for both wz and rs ZMO phases, vary-
ing concentration x from 0.125 to 0.875 
with 0.125 increment. Top of the valence 
band (VB) of wz- and rs-ZMO consists 
mainly of O 2p orbitals with a small admix-
ture of Zn 3d states. As the concentration x 
is increased, the Zn 3d–O 2p hybridisation 
becomes more pronounced. The bottom 
of the conduction band (CB) is essentially 
comprised of the 2p orbitals associated 
with the oxygen atoms and zinc 3d orbit-
als. In agreement with [35], our calculations 
predict direct band gap for wz-ZMO solid 
solutions under study, while indirect optical 

gap has been calculated for rs-ZMO. 
The calculated band gap for pristine wz-

ZnO bulk is 3.57 eV (compared to 3.37 eV 
experiment [33]). It gradually grows up to 
5.86 eV at x = 0.125 of wz-ZMO (Table 1). 
The growth is mostly attributed to CB bot-
tom shift to higher energies, although the 
VB top is also slightly shifted towards more 
negative energies. The calculated band 
gap for pristine rs-MgO bulk is 7.34 eV 
(compared to experimental value of 7.8 eV 
[34]). It gradually gets narrower and reaches 
3.84 eV at 87.5  % Zn concentration. The 
shift is more prominent in the CB bottom 
than in the VB top. Band gap narrowing 
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with increased Zn concentration in ZMO 
solid solution is attributed to Zn 3d – O 2p 
orbital hybridization. Calculated Eg values 
for wz- and rs-ZMO listed in Table 1 are in 

line with those measured by means of spec-
troscopic ellipsometry and temperature-
dependent absorption.

Table 1. Calculated by Means of PBE0 DFT and Measured by eans of Temperature-Dependent Absorption 
(TDA) and Spectroscopic Ellipsometry (SE) band Gaps (Eg) of Both wz and rs ZMO vs. Varying 
Concentration x of ZnO

wz ZMO rs ZMO
x DFT SE TDA DFT SE TDA
0.125 5.86 5.80
0.25 5.55 5.37
0.35 4.30 4.30 5.58 5.5
0.375 5.20 4.89
0.5 4.81 4.00 4.20 4.76 4.82 5.2
0.56 3.72 4.0
0.625 4.41 4.30 5.03 5.10
0.72 4.51 5.00
0.75 4.15 3.75 3.80 4.17
0.82 4.60
0.875 3.86 3.84 4.30

IR spectra were calculated for each 
incremental point on the 0–100% scale of 
both wz- and rs-ZMO (Fig. 2). In Fig. 2, we 
limit ourselves to showing results for 4 vari-
ous structures to illustrate the trend. The cal-
culated IR spectra for the bulk wz ZnO and 
x = 0.875 wz ZMO exhibit a slight shift of 
the peak 425 cm−1 towards larger wavenum-
bers for the latter (Fig. 2a). Further decrease 
of Zn content shifts the peaks further to the 
right. With x = 0.5 ZMO exhibits no single 
dominating peak but rather several peaks of 
approximately equal intensity. When con-
centration reaches x = 0.125, in spectrum 

a new dominating double peak appears at 
larger wavenumbers of 550 cm−1 (Fig. 2a). 
In the case of the rs-ZMO, for the pristine 
bulk the graph has a single dominating peak 
at larger wavenumbers (450 cm−1). Gradu-
ally adding Zn atoms, one can observe that 
intensity of the peak gets lower reaching a 
minimum for 87.5  % Zn concentration. A 
shift towards smaller wavenumbers is also 
predicted. For x = 0.125, the dominating 
peak becomes double and this effect devel-
ops until there is no prominent dominating 
peak or group of peaks for the x = 0.875 
(Fig. 2b).

Fig. 2. Calculated IR spectra of (a) wz and (b) rs ZMO of x = 0, 0.125, 0.5, 0.875, and 1.
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An important part of this study is eval-
uation of stability of the wz and rs struc-
tures of ZMO. One of the approaches is to 
investigate presence of imaginary phonon 
frequencies. In the case of the wz struc-
ture, no imaginary frequencies were calcu-
lated regardless of Mg concentration. This 
means that the wz phase of ZMO have high 
potential of being stabilized on low-lattice 

mismatch substrate with x varying in 0–1 
interval. In turn, for the rs structure, it is 
predicted that imaginary frequencies can 
appear when concentration of Zn reaches 
62.5 %, which gives a ground for predict-
ing further stability of rs-ZMO phase if 
an appropriate substrate for the x in 0–0.5 
interval will be proposed.

5. CONCLUSIONS

In this study, we have performed first-
principle calculation of both rs and wz 
phases of ZMO solid solutions with con-
centration x varying from 0.125 to 0.875 
with an increment of 0.125. It has been 
found that due to Zn 3d–O 2p orbital 
hybridization, an increase of Zn content in 
ZMO leads to narrowing of band gaps for 
both wz and rs phases, which is in agree-
ment with measured data. In the calculated 
density of state (DOS), no appearance of 
additional peaks inside the band gap is pre-
dicted, while the VB and CB edge positions 
are shifted. The calculated IR spectra show 
that the peaks are shifted towards larger 
frequencies with a decrease of Zn content 

in both wz and rs ZMO pseudobinary com-
pounds. Finally, imaginary frequencies are 
totally absent in case of wz-ZMO and are 
also absent for rs-ZMO with Zn content up 
to 62.5 %. The structures with the absence 
of the imaginary phonon frequency are 
thermodynamically stable and are able to 
overcome mutual solubility problem, thus 
being promising candidates for experimen-
tal growth on substrates with now lattice 
mismatch. Further stabilization of the rs-
ZMO with x > 0.625 can be made by the use 
of local lattice stress by selection of proper 
substrate (or their crystallographic orienta-
tion) during the growth of ZMO thin films.
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It has been experimentally shown that in the isothermal mechanocycling of continuous 
cylindrical samples of saponite–titanium composites under conditions of a complex stress 
state, a reversible deformation of the properties of martensitic inelasticity is observed, which 
appears during thermal cycling at intervals of martensitic transformations.

According to the results of the experiment, the influence of the ratio between the static and 
cyclic components of the stress on the change of shear deformation in a complex stress state 
during mechanical cycling with axial load is estimated.

Keywords: Complex stress state, cylindrical samples, mechanocycling, orthogonal load-
ing saponite–titanium composites.

1. INTRODUCTION

Details of executive power mechanisms 
of different functional purposes in mechani-
cal engineering made materials with the 
effect of shape memory (ESM) [1]. They 
are usually under the simultaneous influ-
ence of axial and tangential stresses. For 
their manufacture it is necessary to choose 
metals or alloys that have the appropriate 
mechanical characteristics and deformation 

properties of materials at different tempera-
ture and force effects [2]. There are a few 
publications on the mechanical behaviour 
of composites based on saponite–titanium 
and other materials with shape memory in a 
complex stress state today and this suggests 
the relevance of the research in this area [3].

ESM, the phenomena of martensitic 
inelasticity, the effects of multiple revers-
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ible shape memory, transformation plastic-
ity, reversible shape memory, deformation 
of oriented transformation, etc. have been 
widely studied [4]. The above-mentioned 
phenomena are usually initiated by mar-
tensitic reactions associated with thermal 
cycling of the material. Work on mecha-
nocycling of ESM material in a complex 
stress state in most cases is devoted to the 
determination of long-term strength, less 
often the structure of the material under 
similar exposure is studied [5]. The authors 
[6] recorded that during isothermal mecha-
nocycling in the two-phase state, the mate-
rial was more plastic and less susceptible to 
equalization of the voltage intensity ampli-

tude. In [7], it was shown that the active 
deformation of the ESM material in iso-
thermal conditions may be accompanied by 
phenomena of martensitic inelasticity, simi-
lar to those caused by the transformational 
change in temperature [8]. Therefore, it can 
be argued that the phenomena of martens-
itic inelasticity are initiated by isothermal 
mechanocycling.

This article presents the method of 
experiment and, in part, the results of sys-
tematic research on the study of the defor-
mation behaviour of a material with the 
effect of shape memory, which is in a com-
plex, stress state under conditions of active 
deformation at constant temperature. 

2. MATERIALS AND METHODS

An experimental setup was constructed 
in the scientific laboratory of Lutsk National 
Technical University [9], which allows tak-
ing readings from the sample separately or 
simultaneously by stretching or compress-
ing at forces up to 5000 N and torque up to 
5 N×m under conditions of change or con-
stant temperature [10].

During the experiment, coaxial fixation 
was reached by twisting angle of the sample 
and the axial movement of the end face of 
the shaft. This allows you to calculate the 
shear and longitudinal deformation of the 
sample. Heating was performed using self-
propagating high-temperature synthesis 
[11]. The temperature of the sample during 
the experiment was recorded using a ther-
mocouple of tungsten rhenium TR5 with a 
diameter of 100–200 μm [12]. To control 
the homogeneity of the heating of the sam-
ple, two thermocouples used, which were 
installed at different points. 

Method of determining the axial defor-
mation. When determining the axial defor-
mation, the instrumental error associated 

with the thermal effect of the installation 
was taken into account [13]. In the instal-
lation a reference sample made of St.3 
was fixed with a well-known coefficient of 
thermal linear expansion α = 1.06×10-5 K-1 
and the dilatogram was determined from 
the compatible thermal effect of the refer-
ence sample and installation [14]. From the 
obtained total dilatogram, dilatogram of the 
reference sample was determined, high-
lighting the thermal effect of this installa-
tion. Subsequently, the greenhouse effect 
of the installation was calculated either by 
adding it to the reversible composition of 
the strain during stretching and subtraction 
during compression. The error in the data 
of axial deformation was ±0.005 %, and the 
temperature was ±1 K [15].

The experimental setup made it pos-
sible for axial deformation to obtain and fix 
in isothermal conditions significant inelas-
tic axial deformations during torsion and 
shear [16].

The samples were made of one batch of 
saponite–titanium composite rods (Table 1) 
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and had the shape of solid cylindrical rods 
with a diameter of 5 mm [17]. The length of 
the working part of the first series was 25 
mm, the second – 15 mm, the total length 

was 55 and 45 mm, respectively. Samples 
of the second series were used for mecha-
nocycling under conditions of constant or 
variable compressive force [18].

Table 1. Material for Research

Series of samples Diameter,  
mm

Length of a working part, 
mm

Total length,  
mm

1 5 25 55
2 5 15 45

The values of the characteristic tem-
peratures of the phase transitions are given 
in Table 2. Heat treatment of samples was 

carried out: annealing at a temperature of 
820 K for 30 minutes, cooling in the atmo-
sphere.

Table 2. Temperature of Phase Transformations, К

М1 М2 А1 А2

334 292 382 492

In the first experimental studies (modes 
Ι÷ΙΙΙ), the samples were twisted with a con-
stant torque with a static voltage τo, and 
then mechanocycled with an axial voltage. 
During the second stage (modes IV÷VII), 
the samples were stretched or compressed, 
creating a static stress σ, after which they 

were mechanocycled by torsion [19]. The 
samples were subjected to isothermal mech-
anocycling (Fig. 1) at normal or tangential 
stresses under pulsation cycles under the 
action of constant orthogonal deformation. 
The pulsation period or half-period of sym-
metry of mechanocycles was 120 s.

Fig. 1. Load modes: a) static: I and II – torsion, IV – axial tensile deformation, V – compression; b) 
symmetrical: III – torsion, VI – axial tensile deformation, VII – compression.

Stress intensity due to the static com-
ponent of the stress state  (where 

 is the tangential stress that arises due to 
the action of static load). The maximum 
intensity due to the cyclic component of the 
stress state  (where  is the amplitude 
of cyclic stresses) was taken as 50 MPa, 
100 MPa, 150 MPa, 200 MPa for both volt-

ages [20].
The intensity of the DC component 

of the voltage ( ) from sample to sample 
was one of the following: 50 MPa, 100 
MPa, 150 MPa, 200 MPa. The amplitude 
of cyclic stresses  in a particular sample 
increased every 12–16 mechanocycles and 
consistently took all the above values [21]. 
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In this case, in each of the studied samples, 
the ratio  in relation to the initial ratio 
changed equally, successively decreased 
by 2, 3, 4 times. Experimental studies were 

performed at three different temperatures 
(Table 3): martensitic ТM, biphasic ТB and 
austenitic state ТA of the samples.

Table 3. Temperature for Research, К

ТM ТB ТA

320 400 525

The relationship between static loads 
and amplitudes of cyclic loads are given in 
Table 4. At each temperature, 16 indicators 

 were determined. Shear and axial 
deformations caused by static or alternat-

ing cycling stress were recorded [22]. Then 
one or two mechanocycles were performed 
without static load in a complex stress state, 
after which the samples were thermocycled.

Table 4. Load

, MPa
50 100 150 200

, MPa

50 1 0.5 0.33 0.25
100 2 1 0.67 0.5
150 3 1.5 1 0.75
200 4 2 1.33 1

3. EXPERIMENTAL RESULTS AND DISCUSSION

The main results of experimental 
research are presented in Figs. 2–5. It is 
shown that the deformation of one com-
ponent of the deformation always causes a 
change in the orthogonal component of the 
deformation, but for different modes and 
temperatures of deformation the results are 
different. Some modes are characterised by 
curves showing the change in the orthogo-
nal component of the deformation from the 
number of mechanocycles (Figs. 6–8). In the 
first mechanocycles for all modes of defor-
mation, as a rule, unilateral deformation of 
the orthogonal component was observed due 
to static load. In Modes I and II at the mar-
tensitic state (Fig. 6a) during axial mecha-
nocycling there was a reverse deformation 
in the direction of torque (mechanocyclic 
creep), which practically stopped until the 

seventh or eighth cycle. The maximum 
shear deformations were recorded in the 
conditions of mechanocycling by stretching 
at amplitudes  = 200 MPa. Figure 6b 
shows the dependence of the amount of 
shear deformation 10 of the cycle on the 
ratio . This is due to  – the magnitude 
of the static voltage and σ – the amplitude of 
the pulsating axial voltage. Also, there was 
a sharp increase in shear deformation with 
increasing amplitude of normal stress to 

 = 200 MPa at a constant  MPa 
[23]. The greatest deformation occurred at 
the usual stress of the opposite sign. Both 
figures show that tension and compression in 
a complex stress state have different effects 
on orthogonal deformation under conditions 
of mechanocycling in the pulsation mode of 
the cycle [24]. 
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In Mode III of loading (Fig. 5), the sam-
ple shows unusual behaviour where after 
the third cycle deformation “towards force” 
stops and passes to the phenomenon of 
mechanocyclic return, i.e., decreases in the 

general deformation on an orthogonal com-
ponent from a cycle to a cycle (curve 6 of 
Fig. 7) [25]. Thus, this phenomenon can be 
attributed to negative mechanocyclic creep.

Fig. 2. The dependence of shear strain on the normal stress σ in static stress mode Ι and at  (a),  MPa (b) 
and T = 290 K. The figures on the graphs correspond 

to the numbers of mechanocycles.

In Modes I, II, III, VI, VII after reaching 
a certain number of cycles (N = 6÷10), an 
inverse change in deformation was observed 
(curves 10, Figs. 2, 3a, 4, 5), the value of 
which in some experiments was 0.35 % for 
one load cycle (curve 10 in Fig. 2b) [26]. 
At minimum levels of static stresses, as a 
rule, deformations were recorded toward a 
fixed stress at the stage of active deforma-
tion and its return during unloading of the 
sample (curves 10 in Figs. 2 and 3) [27]. 
With the transition to higher levels of static 
voltages, the results changed. In this case, 
the active deformation of one of the com-
ponents of the stress tensor corresponded 
to the return of deformation to another and, 
conversely, the unloading of the sample cor-

responded to the accumulation of deforma-
tion toward a given fixed stress (curve 10 
in Figs. 2b, 5). Note that most often revers-
ible deformations were observed in Mode 
III (curve 15 in Fig. 5). In the process of 
axial mechanocycling under the conditions 
of a symmetric cycle, typical properties of 
martensitic inelasticity appeared, such as 
shape memory effect under active compres-
sion (sections of curves 1 – 1’; 2 – 2’; 3 – 3’, 
15 – 15’); plasticity of direct transformation 
at the subsequent unloading (sections of 
curves 1’ – 2; 2’ – 3; 3’ – 3’’, 15’ – 15’’). 
These phenomena can be considered the 
effects of martensitic inelasticity, which in 
this case are initiated by isothermal mecha-
nocycling [28].

Fig. 3. Dependence of shear deformation on the ordinary stress σ in Mode ІΙ of  
static stress and at  (a),   МРа (b) and Т = 290 К.
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In the analysis of experimental studies 
of Mode III for the fifth and tenth mecha-
nocycles with increasing amplitude of the 
normal stress , (  = 50, 100, 150, 200 
MPa), change of shear deformation depend-
ing on the stress ratio  and tempera-

tures T has three fundamentally different 
trends: shear deformation increases with the 
number of cycles; shear deformation in the 
process of mechanocycling demonstrates a 
reverse change; shear deformation gradually 
decreases with the number of cycles [29].

Fig. 4. The dependence of the axial deformation on the tangential stress during mechanocycling in Mode VΙ 
mode, at the tensile stress  = 50 MPa (a), 200 MPa (b) and T = 290 K.

 

Fig. 5. Dependence of shear shift X axis on σ in Stress Mode III, at  = 115.5 MPa and T = 290 K.

Fig. 6. Dependences of shear deformation in Modes I, II at T = 290 K: a) on the number of cycles N and the 
amplitude of mechanocycling σ at  MPa; b) the magnitude of static voltage and the amplitude of 

mechanocycling σ γ.

Fig. 7. Dependences of shear (1÷6) and axial (7÷8) deformations formed in the process of mechanocycling on the 
number of cycles for Modes: I (1, 2) at (1, 2) at σi = 50 MPa and σa = 200 MPa (1), σi = 200 MPa and  

σa = 200 MPa (2); II (3 ÷ 5) at σi = 50 MPa and σa = 100 MPa (3), σa = 200 MPa (4), σi = 200 MPa and  
σa = 200 MPa (5); III (6) at σi = 50 MPa and σa = 150 MPa (6); VI (7, 8) at σi = 200 MPa and σa = 50 MPa (7),  

σa = 200 MPa (8) at T = 290 K.
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Figure 8 presents the dependence of 
orthogonal shear deformation on the num-
ber of cycles with additional and negative 
axial deformation in Mode III mode under 

conditions of gradual change of ampli-
tude of normal stress for different relations 

 between static stress and amplitude 
of cyclic stress change [30].

Fig. 8. Dependence of shear deformation on the number with additional and negative axial deformation (Mode 
III) under conditions of gradual change of amplitude of normal stress σa = 50 (region Ι), 100 (II), 150 (III), 200 

MPa IV) at T = 290 K (1), 370 K (2), 510 K (3), for the values σi = 50 (a), 100 (b), 150 (c), 200 MPa (d).

At the lowest σi = 50 MPa (Fig. 8), the 
value of the mechanocyclic return reaches 
the maximum value at a temperature corre-
sponding to the two-phase state (curve 2a). 
At σi = 100 MPa (Fig. 8b), there is the same, 
almost synchronous, increase, and then the 
shear deformation decreases at all tempera-
tures, i.e., the sample with increasing ampli-
tude of the axial stress of “untwisting”. For 
σi = 150 MPa (Fig.  8c) in the martensitic 
state (curve 1c) with increasing number of 
mechanocycles shear deformation accumu-
lated in the direction of constant tangential 
stress increases. At a temperature of 370 K 
after some increase in deformation, there 
is a negative mechanocyclic creep. It leads 
to the initial level of shear deformation at 
higher values of  = 200 MPa. At a 
temperature corresponding to the austenitic 
state of the sample, a gradual mechanocy-
clic return is observed. For all temperatures 
at σi = 200 MPa (Fig. 8d), slight changes in 
shear deformation are observed [31]. 

Therefore, according to the results of 
experimental data, in the martensitic state 

it is impossible to unambiguously deter-
mine the change in the deformation shift 
(its increase or decrease) in the process of 
mechanocycling along the axial stress com-
ponent, i.e., there is no necessary depen-
dence on the parameter . In the 
two-phase state, the orthogonal component 
of the deformation increases only when  
K > 1, i.e., the sample “twists” in the direc-
tion of static torque; in the case of K ≤ 1 the 
sample begins to “untwist”. In the austenitic 
state, it is impossible to unambiguously link 
the change in shear deformation with the 
parameter K; however, it can be noted that 
it practically does not change at the mini-
mum and maximum values of σi, namely, at 
50 and 200 MPa [32].

Analysing all experimental data on 
isothermal mechanocycling of continuous 
cylindrical samples of saponite–titanium 
composites in Mode III in the martensitic 
state, in 56 % of cases of different ratios 

  there is only an increase in shear 
deformation, i.e., an increase towards con-
stant torque. Mechanocyclic return is mainly 
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observed after 5–7 cycles, and provided that 
the intensity of the static and dynamic com-
ponents of the loads at K = 1. It is observed 
that in the two-phase state at K > 1 there 
is only accumulation of deformation, and at  
K ≤ 1 only return of deformation (during the 
first stage of 5–7 cycles, in the second and 
subsequent with the first mechanocycle). In 

the austenitic state, either accumulation of 
deformation (54 % of cases) or return from 
the first mechanocycle was detected. At the 
amplitude of cyclic stresses σa = 50 MPa at 
all temperatures in 85 % of all experiments 
there is an accumulation of shear compo-
nent deformation.

4. CONCLUSIONS

In the study of isothermal cycling of 
saponite–titanium composites under condi-
tions of complex stress state, the martensitic 
stress has a number of factors. The first is 
mechanocyclic creep, which usually leads 
to irreversible accumulated deformation 
towards a fixed stress. This may be due to 
the texturing of the material in the process 
of mechanical cycling, as well as the evo-
lution of oriented and undirected internal 
microvoltages. As the cycles are repeated, 
there is a mechanical slander, which signifi-
cantly reduces the intensity of deformation 
accumulation and leads to its saturation. The 
second factor is along with the irreversible 
deformation of mechanocycling. According 
to the Clausius-Clapeyron ratio, it can be 
accompanied by direct and inverse martens-
itic reactions and lead to reversible defor-
mation of the material. This also applies to 
Modes IV and V, as well as some schemes 
of Loaded Mode II. Of greatest interest is 
the case when, along with the reversible 
deformation in the process of mechanocy-
cling, there is a mechanocyclic return of the 
orthogonal component of the deformation or 
a negative mechanocyclic creep. This phe-
nomenon is obviously due to the fact that at 
the initial stage of the mechanocycle there 
is an accumulation of irreversible deforma-
tion, which is realised more due to the chan-
nels of martensitic inelasticity. After a cer-
tain number of cycles, irreversible complex 

deformations occur. It is almost completely 
neutralized due to mechanical hardening, as 
a result of which the restoration of deforma-
tion from cycle to cycle begins to appear. 

Analysing the results of research, we 
can draw the following conclusions:

The mechanocycle on one component 
of deformation always causes change of 
orthogonal deformations. In the first cycles, 
in all load modes, there is a gradual accu-
mulation towards the load.

With the accumulation of a certain num-
ber of cycles there is an inverse deformation 
or complete independence of the deforma-
tion from the number of cycles.

The strongest effect of reversible defor-
mation is manifested in Mode III, if the 
cycling is carried out in a symmetrical cycle 
“stretching – unloading – compression – 
unloading”.

Mode III is characterised by the phe-
nomenon of return mechanocycling, which 
has the largest value at small values of τ0 = 
50 MPa at a temperature corresponding to 
the two-phase state.

Different influence on the shear of 
half-compression and tensile deformation 
is recorded. In the two-phase state with 
increasing number of cycles the semi-cycle 
of compression has a predominant effect on 
shear deformation and in this state at  
there is a clear change of sign with increas-
ing shear deformation. In the austenitic 



20

state, the semi-cycle of stretching has the 
predominant effect. In the martensitic state 
during semi-stretching and compression, 
changes do not occur.

Therefore, some of these phenomena 
can be explained by the presence of mar-
tensitic reactions that occur during mecha-
nocycling [3].
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On 4 July 2022, a complex low-frequency solar radio burst was observed in Metsähovi 
Radio Observatory of Aalto University. The radio burst was observed at a frequency range 
between 20 and 80 MHz. In GOES (Geostationary Operational Environmental Satellite) class, 
the event was classified as C5.1. However, coronal mass ejection (CME) was not associated 
to this event. The observed radio burst was a long-lasting (∼10 minutes) event, and it could be 
mainly classified as type II solar radio event. Also type III solar events were observed before 
long-lasting type II event. The event includes common frequency drifting emission structures, 
both fundamental and harmonic structures, but also rarely observed continuum-like or station-
ary structure. It is assumed that the continuum-like radio emission structure is originated from 
the stationary flare (coronal) loop, which was visible over the whole event. The drifting emis-
sion structure means accelerated electrons, which are produced by the shock related phenom-
ena. The paper provides the observations from this event on radio wavelength, and also soft-
X-ray regime and optical wavelength (AIA 171). In addition, a possible, simplified scenario is 
presented for forming the drifting and continuum solar radio emissions in type II solar burst.

Keywords: Radio astronomy, solar activity, solar radio emission, type II solar radio 
burst.
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1. INTRODUCTION

Low-frequency (< 100 MHz) solar 
radio bursts have been studied for decades. 
They have a major role in the space weather 
investigations since they originate in the 
same layers of the solar atmosphere in 
which geo-effective disturbances originate 
[1]. The radio bursts can be classified based 
on how they appear in dynamic spectrum, 
e.g., based on their duration and frequency 
drift. The most common types of radio 
bursts are: I, II, III, IV and V. Other more 
complex bursts are also possible, which are 
not matching directly with I–IV classifica-
tions. Type II solar radio bursts have long 
been linked to solar eruptive events such as 
coronal mass ejections (CMEs), also they 
have been linked to the flare blast shock 
waves. Type II solar radio emission often 
occurs after the lift-off of the CME [2]. It 
has also been reported that emission steps 
of type II radio burst are the following: (1) 
the acceleration of electrons by the shock, 
(2) the excitation of Langmuir waves by 
the energetic electrons by streaming insta-
bilities, and (3) the conversion of Lang-
muir waves into escaping radiation at the 
fundamental (F) and second harmonic (H) 
of the electron plasma frequency (fpe) [3]. 
Both drifting and continuum-like emission 

structures have been detected in touch with 
type II bursts. The drifting structures are 
related to moving shocks. The stationary 
emission is forming at the stage when the 
CME causes the streamer to expand quickly 
locally [4]. In addition, type II solar radio 
bursts typically occur at around the time of 
the soft X–ray peak [1]. Solar type III radio 
bursts result from impulsively accelerated 
electrons. Their radio emission is drifting 
fast from higher to lower frequencies [4], 
[5].

Type II solar radio bursts, which have 
a continuum-like or stationary emission 
structure, have been reported earlier, e.g., 
[6]–[8]. However, these events are not very 
common. Most of the type II radio events 
have a drifting emission structure. Previ-
ously reported events have had clear rela-
tion to CMEs. However, this event had not 
any connection to CME. This article pres-
ents and analyses a complex low-frequency 
solar radio event, which has both drifting 
and continuum-like emission structures. 
The complex low-frequency (<100 MHz) 
solar radio event was observed on 4 July 
2022. The radio observations were made 
at Metsähovi Radio Observatory (MRO) of 
Aalto University. 

2. INSTRUMENTATION

Metsähovi Radio Observatory (MRO) 
of Aalto University, located in southern 
Finland (GPS coordinates: N 60:13.04, 
E 24:23.35), installed a crossed-dipole 
antenna (CDA) manufactured by Reeve 
Observatory in October 2017. The new 
antenna, dubbed the Metsähovi Solar 
Observing Low-frequency Antenna MET-
SOLA, has frequency coverage between 

18 MHz and 90 MHz. The antenna has two 
different polarization outputs (east–west 
and north–south), which makes it possible 
to study also the polarization properties of 
solar flares. The Sun is rather vactive at fre-
quencies below 100 MHz even if the solar 
activity phase is low. On the other hand, one 
of the main challenges when making radio 
astronomical observations on lower fre-
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quencies (f ≃100 MHz) is radio frequency 
interference (RFI). This frequency range is 
allocated for various services such as broad-
casting, amateur and mobile. However, 
it has been found that the observing band 
between approximately 30 and 80 MHz was 
still reasonably free from interferences and 
usable for solar observations [9], [10]. Fig-
ure 1 shows METSOLA instrument.

In 2021, the noise calibration was added 
to the system (east–west polarization). This 
makes it possible to estimate the flux den-
sity of the observed radio bursts. The flux 
density estimation method is described 
more carefully in [11]. In this study, the 
time and frequency profiles of the observed 
solar radio burst were studied; thus, there 

was no need for the accurate flux calibra-
tion.

Fig. 1. METSOLA instrument installed in Metsähovi 
Radio Observatory of Aalto University.

3. OVERVIEW OF OBSERVATIONS

On 4 June 2022, a complex solar type II 
radio burst was observed, starting at 13:35 
UT, which had both drifting and stationary 
or continuum-like structures, which was 
preceded by type III solar event (starting at 
13:34 UT).  The event was observed at a fre-
quency range between 20 and 85 MHz. The 
radio data were obtained with the radio tele-
scopes of Metsähovi Radio Observatory of 
Aalto University. In GOES class, the event 
was classified as C5.1. However, CME was 
not associated to this event. Near the soft-X-
ray peak (0.1–0.8 nm), type  III solar burst 
was detected. The soft-X-ray peak was at 
13:31 UT (0.05-0.4 nm) and 13:33 UT (0.1–
0.8 nm), marked with a red dashed line in 
Fig. 2.

Type II solar radio burst started 
(∼13:34:20 UT) with the drifting struc-
ture; both fundamental (F) and harmonic 
(H) emissions could be detected. A minute 
after that, stationary or continuum-like emis-
sion structure was starting (at 13:35:30 UT) 
at frequencies between ∼45 and 48 MHz, 

marked with a green dashed line in Fig. 1. 
The stationary emission went until 13:41 
UT, which was followed by three different 
drifting structures (type II solar burst). The 
event was recorded with two different polar-
izations (east–west and north–south) using 
METSOLA instrument. No significant dif-
ferences in measurements between the linear 
polarizations were noted in this case. Figure 
2 shows the dynamic spectra of the observed 
low-frequency solar radio event.

Figure 3 shows the GOES soft-X-ray 
flux on this event. The soft-X-ray flux 
peaked (0.1–0.8  nm) about one minute 
before the first type III solar burst. Figure 
4 presents the solar radio map at 37 GHz, 
which was observed around after two hours 
when the event started. The radio map was 
observed with MRO 14-metre radio tele-
scope. An area marked with a blue arrow 
shows the active regions, which produced 
the radio burst presented here. The maxi-
mum radio brightness intensity is 105.75 % 
of the QSL (8570 K).
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Fig. 2. A complex low-frequency (20–90 MHz) solar event observed on 4 June 2022.  
A wavy signal, which is observed over the whole-time range, is a sign of RFI (Radio Frequency Interference).            

Fig. 3. The soft-X-ray flux in the period of the solar radio event. The soft-X-ray event peaks close 
(approximately with a one-minute difference) to first type III solar burst. The red dashed line indicates the 

starting time of type III solar burst.

Fig. 4. The radio map at 37 GHz, observed at 15:21:05 UT. The blue arrow shows a region, which was an 
origin of complex solar burst. The map was observed roughly after two hours after the burst occurred.
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The observed solar radio map also indi-
cates the fact that the event was relatively 
weak; thus, the brightness temperature of 
the active region after two hours from the 
event was already rather low (105.75 % of 
the QSL).

In addition, Figure 4 shows SDO/AIA 
171 Å seven maps over the radio event 
occurring period. This wavelength, 171 Å, 
shows the quiet corona and coronal loops. 
A larger active region stays stabile over 
the radio event. However, some smaller 

flaring region, marked with a red arrow, is 
visible. This region is located closer to the 
footpoint of the coronal loop. This flaring 
region was visible at ∼13:32:30 UT, when 
soft-X-ray peaked. In addition, the flaring 
region was visible between 13:36:45 UT 
and 13:42:45 UT. The size of this smaller 
flaring region was as the largest at 13:36:45 
UT. At 13:42:45 UT, the region was barely 
visible anymore. The coronal (flare) loops 
were visible over the whole period, and 
they were rather stable.

Fig. 5. Seven SDO/AIA (171 Å) maps, which show the variation of the flaring region. Red arrows show the 
location of a smaller flaring region in the footpoint of the flare loop.
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a. Drift Rates of Radio Bursts

The drifting rate (D) was defined for 
each burst structure, according to Eq. (1). 
The upper observing range of the instru-
ment is 90 MHz; thus, the upper frequency 
band of harmonic type II solar burst could 
not be observed. Besides, the real upper 
observing limit was 85 MHz due to prevail-
ing RFI environment.

 (1)

where f0 and f1 are the frequency of the 
burst at start (t0) and end (t1) of the observed 
burst, respectively. Table 1 presents the drift 
rates for each burst structure. In Table 1, F 
indicates fundamental structure and H fun-
damental structure, respectively.

Table 1. The Drift Rates for Each Burst Structure

Starting time (UT) Drift rate (MHz s−1) Burst type
13:34:20 -2.89 Type III
13:36:00 -0.17 Type II (F)
13:36:50 -0.16 Type II (H)
13:38:58 -0.08 Type II
13:40:13 -0.06 Type II
13:43:16 -0.17 Type II

After continuum structure, three drift-
ing structures were followed. The drift rate 
of two first bursts was smaller than the third 
one. The drift rate of the third burst was 
consistent with the first type II solar burst. 
The result was consistent with earlier obser-
vation, e.g., [12], [13], where the observed 
drift rates varied between 0.44 MHz/s and 
12 MHz/s for type III solar bursts, and for 
type II burst frequency drift was at the rate 
of ∼0.14 MHz s−1 [4], respectively. It can be 
conclude that the observed drift rates match 
accurately with those previously reported. 
The propagation height of the continuum 
emission can also be estimated using the 
Newkirk 1st-order atmospheric density 
model, e.g., [9]. 

 (2)

where R is distance from the solar centre, 
 is the solar radius, n0 is 4.2 × 104 cm−1 

and ne is electron density on certain height 
on the solar atmosphere. The connection 
between the plasma frequency (νpe) and the 
electron density (ne) can be estimated as fol-
lows [e.g., 14]:

 (3)

Frequencies 45 and 48 MHz correspond 
to propagation distances 1.52  and 1.55 

, respectively.
 

4. CONCLUSIONS

Type II solar burst with stationary emis-
sion structure has been rarely reported. A 
majority of type II solar events are drifting 
structures. The prevailing interpretation is 

that stationary emission is a signature of 
the standing shock. Associated with type II 
solar bursts, the so-called herringbone radio 
burst are also reported [4]. The herringbone 
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bursts look like a continuum emission, but 
they have narrow bandwidth and very rapid 
frequency drift rate [15]. 

A jet eruption caused a steamer-puff 
CME, which produced both the stationary 
and drifting emission structures in con-
nection with type II solar burst [4]. How-
ever, in our case, CME was not detected. In 
addition, it has been reported that type IV 
burst or continuum radiation is produced 
by electrons trapped in stationary or slowly 
moving coronal loops [2]. SDO/AIA 171 Å 
maps showed clear stationary coronal (flare) 

loop structures, which were stable over the 
whole observing period. Our observations 
support interpretation that the continuum 
type II radio emission can also be origi-
nated from stationary or slowly moving 
coronal (flare) loops. The drifting emission 
comes from the moving plasmoid ejection 
(e.g., filament), which was also detected 
in SDO/AIA 171 Å maps (Fig. 5). Figure 
6 presents a possible scenario for forming 
the drifting and continuum solar radio emis-
sions on type II solar radio burst, which has 
been analysed in this study.

Fig. 6. The proposed, simplified scenario for the formation of the drifting and continuum solar radio 
emissions in type II solar burst. The drifting radio emission comes from the moving structure and 

continuum emission comes from flare loop, respectively. It can also be assumed that the radio emission comes 
from the top of the flare loop.

The drifting structure means that the 
structure is moving in the solar atmosphere 
(away from the Sun). The radio emission 
must be the origin from the structure which 
is moving. This can mean that emission 
comes from moving plasmoid ejection. The 
continuum radio emission means that the 
structure is not moving in the solar atmo-
sphere. It can then be assumed that emis-
sion comes from the flare loop, and more 
precisely from the top of the flaring loop, 
since the structure is not moving in the solar 

atmosphere.
As it has been mentioned, events pre-

sented here are very unusual and rare. 
The model presented in Fig. 6 should be 
confirmed with other similar events. They 
will be needed to confirm the findings of 
the present study. The solar activity is ris-
ing constantly, and the maximum of Solar 
Cycle 25 will reach within the next 2–3 
years. This will foretell the rising number of 
active events, and, hopefully, similar events 
can be observed within this time frame.
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Increase of energy efficiency is Latvia’s national priority and policy instrument that allows 
reducing consumption of energy and costs, increasing the safety level of energy supply and 
reducing dependence on import. One of the trends for reducing energy consumption is to 
increase energy performance of buildings. In compliance with the EU and Latvian political 
statements, it is required to promote renovation of residential and non-residential buildings. 

Studies regarding energy performance aspects in the sector of non-residential buildings in 
Latvia are comparatively rare; however, non-residential buildings form a considerable part of 
the building stock, and the increase of their energy performance can bring a significant contri-
bution in achieving the national targets.

The research analyses the sector of non-residential buildings, their characteristic statistical 
data, energy consumption and requirements of energy performance standards. To characterise 
this sector more comprehensively, information on energy performance certificates of build-
ings issued during the period from 2016 to 2021 has been evaluated, allowing to make general 
conclusions on the energy performance level of different non-residential buildings and provide 
proposals for trends to increase their energy efficiency.

Keywords: Building energy performance class and index, energy efficiency, energy perfor-
mance certificate, non-residential buildings. 
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1. INTRODUCTION

Latvian policy planning documents 
set the increase of energy efficiency as a 
national priority. The Strategy of Latvia 
for the Achievement of Climate Neutrality 
by 2050 stipulates that one of the potential 
solutions for ensuring low carbon develop-
ment is comprehensive energy efficiency – 
Increasing of energy efficiency and imple-
mentation of the horizontal principle 
“energy efficiency first” is one of the main 
factors of sustainable energy sector in Lat-
via as it reduces the demand for energy 
generation in different sectors of national 
economy, as well as in households [1]. 

In accordance with the EU Directive on 
the energy performance of buildings [2], [3] 
and the Regulation (EU) on the Governance 
of the Energy Union and Climate Action 
[4], Latvia, as the EU Member State, has 
to promote renovation of residential and 
non-residential building stock (both pub-
lic and private) in order to become highly 
energy efficient and decarbonised by 2050, 
promoting the cost-effective transformation 
of the current buildings into almost zero-
energy buildings [5].

The Latvian Energy Policy stipulates 
that energy efficiency is one of the main 
tools of the Policy that allows reducing costs 
and, with reduction of energy consumption, 

increases the safety level of energy supply 
and reduces dependence on import. These 
aspects have become especially topical dur-
ing the past year. Latvian laws and regula-
tions include the requirements to ensure 
rational usage and management of energy 
resources to achieve sustainable national 
economy. Latvian mandatory national tar-
get in the field of energy efficiency for the 
period of 2021–2030 is a cumulative end-
use energy savings of 73.72 PJ (20472 GWh 
or 1.76 Mtoe) [6]. To reach the set savings 
target at households, as well as in commer-
cial and public [7] sectors, about a half of 
the planned savings of energy consump-
tion is planned to be achieved by increasing 
energy performance of buildings (residen-
tial, public, including state administration, 
and commercial sector buildings).

Studies regarding energy performance 
aspects in the sector of non-residential 
buildings in Latvia are comparatively rare, 
as the attention is mostly focused on resi-
dential buildings. However, it has to be 
noted that non-residential buildings form a 
considerable part of the building stock and 
the increase of their energy performance can 
bring a significant contribution in achieving 
the national targets. 

2. CURRENT SITUATION AND PROBLEMS

Structure usage types are prescribed 
by Cabinet Regulation No 326 “Structure 
Classification Regulations” [8]. All struc-
tures are divided into two parts – buildings 
and engineering structures. Buildings are 
divided into residential and non-residential.

The main groups of non-residential 
buildings, in accordance with Regulation 

No 326, are as follows:
•	 Hotels and similar usage buildings 

(code 121);
•	 Office buildings (code 122);
•	 Wholesale and retail trade buildings 

(code 123);
•	 Transport and communication buildings 

(code 124);



32

•	 Industrial buildings and warehouses 
(code 125);

•	 Public entertainment, education, hospi-
tal or institutional care buildings (code 
126);

•	 Other non-residential buildings (code 
127).

In accordance with the State Land Ser-
vice data [9], 1373642 buildings were reg-

istered in Latvia as of 1 January 2022, of 
which 368038 (26.8  %) were residential 
and 1005604 (73.2 %) non-residential. All 
buildings occupy the area of 206.6 million 
m2; residential buildings occupy 91.1 mil-
lion m2 (44.1 %) and non-residential 115.5 
million  m2 (55.9%). Division of non-res-
idential buildings by groups according to 
their number and area is provided in Fig. 1. 

Fig. 1. Proportion of non-residential buildings by number and area [9].

The bulk of non-residential buildings – 
913.1 thousand or 90.7 % – are other non-
residential buildings, which are buildings of 
penal institutions, prisons, defence forces, 
border guards, police and fire fighting ser-
vices, water closets, outbuildings of house-
holds, individual garages, individual baths, 
cellars, summer kitchens, greenhouses, 
security guards, gatehouses, individual 
garden houses, outhouses not otherwise 
classified, etc. The next biggest group is 
represented by industrial buildings and 
warehouses (50.4 thousand or 5.0  %) and 
transport and communication buildings 

(14.5 thousand or 1.4  %). The number of 
buildings in other groups (hotels, offices, 
educational, healthcare, wholesale and 
retail trade and sport buildings) fluctuates 
from 5 to 8 thousand.

When analysing the division by area, 
other non-residential buildings form about 
a half (57.0 million m2 or 49.4 %), indus-
trial buildings and warehouses – about 27.3 
million m2 or 23.6 %, entertainment, edu-
cation and healthcare buildings together – 
about 11.9 million  m2 or 10.3  %. Other 
groups of buildings occupy the area of 2–6 
million m2.
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Table 1. New and Reconstructed Non-residential Buildings (2010–2021), thsd. m2 [10]

Groups of buildings
Total non-
residential 
buildings

New Reconstructed 

Hotels and similar usage buildings 2770 255.0 9.2 % 245.0 8.8 %
Office buildings 6530 260.5 4.0 % 601.6 9.2 %
Wholesale and retail trade buildings 5080 526.8 10.4 % 809.0 15.9 %
Transport and communication build-
ings 4950 200.6 4.1 % 88.1 1.8 %

Industrial buildings and warehouses 27280 2380.4 8.7 % 2001.8 7.3 %
Entertainment, education and health-
care buildings 11870 488.3 4.1 % 2727.7 23.0 %

Other buildings 57010 1908.7 3.3 % 972.6 1.7 %
 Total 115490.0 2380.4 2.1 % 11085.7 9.6 %

When looking at statistical data [10] 
about new and reconstructed non-residential 
buildings during the period from 2010 to 
2021 (Table 1), only 2.1  % new buildings 
were built and 9.6 % were reconstructed from 
the total area of non-residential buildings. 
Public entertainment, educational, health-
care and wholesale and retail trade buildings 

prevail among new and reconstructed ones. 
During the period from 2008 to 2020, 

commercial and public sectors, which include 
hotels and restaurants, offices, wholesale and 
retail trade, educational, healthcare and sport 
buildings, on average consumed about 24.8 
PJ of energy a year and households – 53.3 
PJ. 

Fig. 2. Final energy consumption for space heating, TJ [12].

When taking into account final con-
sumption of electric energy (electric energy 
consumption for ensuring heating is not 
taken into account), which is mostly used 
for lighting and operation of different 
devices, then commercial and public sec-
tors on average consumed 15.1 PJ of energy 
a year and households – 46.9 PJ. It can be 

counted that this energy was consumed 
for heating of premises and preparing hot 
water. The consumption of commercial and 
public sectors forms about 44 % of that of 
households. 

The calculations took into account that 
a certain amount of energy was consumed 
for preparing hot water, which did not influ-
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ence the building heating indicators. It was 
assumed that on average 25–30 % of energy 
resources were consumed for preparing hot 
water at households [11] and on average 
5  % – in commercial and public sectors. 
The final energy consumption of commer-
cial and public sectors in comparison with 
households is provided in Fig. 2.

In the context of energy performance of 
buildings, attention should be paid to non-
residential buildings which are heated. The 
Long-term Strategy for Building Renova-
tion mentions that out of all non-residential 
buildings only about 7.5 % or 75 thousand 
are provided with heating [5]. The area of 

these buildings is about 27 million m2.
Groups of non-residential buildings, 

which are heated:
•	 Hotels and restaurants;
•	 Office buildings;
•	 Wholesale and retail trade buildings;
•	 Buildings of educational institutions;
•	 Buildings of healthcare institutions;
•	 Sport buildings;
•	 Other type of buildings where energy is 

consumed.

The number and area of the aforemen-
tioned groups of buildings are provided in 
Table 2.

Table 2. Number and Area of Non-Residential Buildings in the Group of Heated Buildings [9], [5]

Groups of buildings Number Area, mln.m2

Hotels and restaurants 2928 11.2 % 2.35 9.1 %
Office buildings 7124 27.3 % 6.53 25.3 %
Wholesale and retail trade buildings 8089 31.0 % 5.08 19.7 %
Educational buildings 3791 14.5 % 6.93 26.8 %
Healthcare buildings 1340 5.1 % 2.02 7.8 %
Sport buildings 1048 4.0 % 1.24 4.8 %
Other buildings 50700 67.6 % 2.95 10.9 %
  75020 100.0 % 27.10 100.0 %

Other type of non-residential buildings 
presents the biggest number of heated non-
residential buildings; however, their area in 
general is not large – only about 11 %. The 
biggest proportion according to the area is 
for educational, office and wholesale and 
retail trade buildings.

As of 1 January 2020, the Latvian Con-

struction Standard LBN 002-19 “Thermo-
technics of uilding Envelopes”, approved 
by the Cabinet Regulation No 280 adopted 
on 25 June 2019, took effect. From 1 Janu-
ary 2021, all new buildings must comply 
with the requirements of the almost zero-
energy building (Table 3).

Table 3. Minimum Allowed Energy Efficiency Level for New Buildings, Renovation and Reconstruction of 
Buildings [13]

Documentation accep-
tance period of a build-
ing construction project

For residential buildings For non-residential buildings
Multi-dwelling 

houses
One- or two-

dwelling houses
Buildings owned by the 

state or local governments 
Other non-resi-

dential buildings
Minimum allowed energy efficiency level for new buildings 

From 1 January 2021 almost zero-
energy building

almost zero-
energy building

almost zero-energy  
building

almost zero-
energy building

Minimum allowed energy efficiency level for renovation and reconstruction of buildings, kWh/m2 a year
From 1 January 2021 ≤ 80 ≤ 90 ≤ 90 ≤ 100
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The requirements for the almost zero 
energy building are set by Cabinet Regula-
tion No 222 “Building Energy Performance 
Calculation Methods and Building Energy 
Certification Regulations” [14]. With 
regards to energy consumption for heating, 
the consumption of such building may not 
exceed the level for the A class building. 
Also, the consumption of the primary non-
renewable energy of the building may not 

exceed the values for the A class building. 
Devices consuming energy of engineering 
systems installed in the building must com-
ply with the eco-design requirements and 
their energy marking – of at least A class. 
Moreover, compliance of the microclimate 
of premises with the construction regulatory 
enactments and requirements in the field of 
hygiene and occupational safety must be 
ensured in the building (Table 4).

Table 4. Minimum Allowed Heating Consumption Level of the Building Energy Performance, kWh/m2 a Year [14]

Building energy 
performance class 

Residential and non-
residential buildings

Residential 
buildings Non-residential buildings

Heated area, m2

50–120 120–250 Over 250

Residential 
houses

Offices, educational institutions, 
hotels, restaurants, sport and 

commercial buildings
Hospitals

A ≤60 ≤50 ≤40 ≤45 ≤50
B ≤75 ≤65 ≤60 ≤65 ≤70
C ≤95 ≤90 ≤80 ≤90 ≤100
D ≤150 ≤130 ≤100 ≤110 ≤120
E ≤180 ≤150 ≤125 ≤150 ≤160
F >180 >150 >125 >150 >160

Until 2021, to determine the energy 
performance class, buildings were divided 
into ‘residential’ and ‘non-residential’ and 
all residential houses of A class were set the 
requirement not to exceed 40 kWh/m2 a year 
and all non-residential buildings – 45 kWh/
m2 a year. Starting from 2021, the heated 
area of the building has been also taken 
into account. For buildings with the area of 

50–120 m2, the minimum allowed heating 
consumption level for the A class building 
is 60 kWh/m2, for buildings with the area of 
120–250 m2, it may not exceed 50 kWh/m2 
and for larger buildings – 40 kWh/m2. For 
non-residential buildings, except for hospi-
tals, the heating consumption level for the A 
class building may not exceed 45 kWh/m2 
and for hospitals – 50 kWh/m2 a year.

3. DISCUSSION AND RESULTS

Energy certification of buildings in 
Latvia was started in 2010. Cabinet Regu-
lation No 504 (8  June 2010) “Regulations 
on Energy Certification of Buildings” was 
issued that year. In 2013, the Regulation 
was replaced by Regulation No 383 (9 July 
2013) “Regulations on Energy Certifica-

tion of Buildings”, and Cabinet Regulation 
No 222 (8 April 2021) “Building Energy 
Efficiency Calculation Methods and Build-
ing Energy Certification Regulations” took 
effect in 2021.

Until 2016, energy certificates were 
issued in paper form, and there are no data 
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available regarding how many and what 
type certificates were issued during that 
period. Since 2016, independent experts 
have been registering energy performance 
certificates of buildings in the Building 
Information System (BIS) [15]. Thus, these 
energy performance certificates and basic 
data included there are publicly accessible. 
As of 1 August 2022, BIS had 332 such 
historical energy performance certificates 
of buildings registered, of which 281 are 
in force. However, the content of these cer-
tificates is not available and they cannot be 
used in the research. 

In accordance with the Law on the 
Energy Performance of Buildings [16], 
energy certification is performed for the fol-
lowing buildings:
•	 for a building to be designed, rebuilt, or 

renewed in order to accept it for service 
or sell it;

•	 for an existing building in order to sell, 
rent, or lease it;

•	 in cases where a building owner has 
taken a decision on certification of the 
energy performance of the building;

•	 for a public building the area of inside 
premises of which exceeds 250 m2 and 
which is used by a state or local govern-
ment institution.
The research uses the list of building 

energy performance certificates of the State 
Construction Control Bureau of Latvia pub-
lished on the Latvian Open Data Portal [17] 
and the Building Information System [15]. 

The statistics of building energy per-
formance certificates, in general, for the 
period of 2016–2020 was researched in the 
project “Analysis of Actual Energy Con-
sumption of Almost Zero Energy Buildings 
and Development of the Required Energy 
Efficiency Increase Solutions” No 1.1.1.2/
VIAA/3/19/505. It was noted in the publi-
cation [18] that documents with the expired 
validity were erroneously included in the 
list of valid temporary energy performance 
certificates. It also has to be noted that there 
is a lot of erroneous information regarding 
2021: (1) when searching for energy per-
formance certificates in BIS, a list appears 
with a big number of temporary energy per-
formance certificates; (2) in the Open Data 
Portal, data on 2021 are entered incom-
pletely. 

As of the start of 2022, 4241 energy 
performance certificates were registered in 
the BIS energy performance certificate reg-
ister (this number does not include building 
temporary energy performance certificates), 
of which 1789 (42.2 %) are for residential 
buildings and 2452 (57.8 %) for non-resi-
dential buildings (Fig. 3). 

Fig. 3. Division of energy performance certificates of non-residential buildings by year and type of buildings. 
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Energy performance of non-residential 
buildings has been evaluated based on the 
data of energy performance certificates. The 
total amount of the considered data forms 
a comparatively small part (see Fig. 4) of 
the total number of buildings; however, it 
is sufficiently large to characterise the situ-
ation with non-residential buildings in gen-
eral and to make general conclusions. 

Figure 4 demonstrates the proportion of 
energy performance certificates registered 
in BIS in each group of non-residential 
buildings. The biggest number of energy-
certified buildings is between educational 
institutions (18.8 %) and healthcare institu-
tions (13.3 %), as well as office buildings 
(8.7 %) and sport buildings (7.7 %).

Fig. 4. Proportion of energy-certified buildings. 

Figure 5 demonstrates the number of 
energy performance certificates registered 
in BIS in each group of non-residential 
buildings. In the sector of non-residential 
buildings, the biggest number of energy 
performance certificates during the period 

of 2016–2022 is registered for educational 
institutions (28.8  %) and office buildings 
(25.0 %). The largest proportion is formed 
by the group of other buildings (27.2  %), 
which are not included in any of the afore-
mentioned categories.

Fig. 5. Division of the number of building energy performance certificates  
by the type of non-residential buildings. 
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In accordance with the Structure Clas-
sification Regulations, office buildings are 
the ones used for transactions and different 
administrative purposes, including banks, 
post offices, publishing houses, local gov-
ernment institutions, state administration 
institutions, buildings of companies, insti-
tutions and other organisations, as well as 
conference and congress centres, court and 

parliament buildings. The biggest number 
of energy performance certificates for office 
buildings can be explained by the fact that 
this group includes state and local-govern-
ment buildings for which energy certifica-
tion is compulsory. Similarly, a big part 
of educational and healthcare institution 
buildings belongs to the state or local gov-
ernments.  

Fig. 6. Purpose of building energy performance certification. 

Figure 6 confirms the aforementioned 
fact on compulsory energy performance 
certification of state or local government 
buildings. Besides, the fact should also be 
mentioned that an energy performance cer-
tificate is a compulsory requirement to sub-
mit an application for receiving co-financ-
ing from the EU funds.

For the biggest part (61.9  %) of non-
residential buildings, the purpose of energy 
performance certification is that the build-

ing belongs to the state or a local govern-
ment or a state or local government institu-
tion is located there. The purpose of issuing 
34.3  % of energy performance certificates 
is voluntary energy performance certifica-
tion and only in 3.7 % of cases an energy 
performance certificate was required to sell 
or lease a building. Voluntary energy per-
formance certification also includes cases 
when co-financing from the EU funds is 
planned to be attracted for a building.

Fig. 7. Division of energy performance classes of non-residential buildings. 
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Figure 7 demonstrates a summary on 
energy performance classes of non-resi-
dential buildings. The biggest proportion 
(39.3  %) is for buildings of the lowest F 
class. A similarly big number (27.9  %) 
of buildings have the E class. 11.9 % and 
12.7  % of non-residential buildings have 
respectively C and D classes. Whereas 

6.2  % of buildings correspond to the B 
class, and only 2.1 % of buildings – to the 
A class.

Figure 8 summarises information on 
energy performance heating consumption 
classes of non-residential buildings by the 
group of buildings.

Fig. 8. Energy performance levels of non-residential buildings by the group of buildings.

When analysing the energy perfor-
mance classes by the group of buildings, 
one can conclude that the highest energy 
performance class is at wholesale and retail 
trade buildings, as well as hotels and res-
taurants. They are followed by sport and 

educational buildings, and the lowest class 
is at office, healthcare and other buildings. 
As there is no information available regard-
ing what are these other buildings, it is not 
possible to analyse this group of buildings 
more comprehensively.

Table 5. Average Energy Performance Levels and Classes of Non-residential Buildings

Group of buildings Energy consumption for heating, kWh/m2 Energy performance class
Hotels and restaurants 116 E
Office buildings 142 E
Wholesale and retail trade buildings 104 C
Educational buildings 137 E
Healthcare buildings 158 E
Sport buildings 128 E
Other buildings 173 F
Non-residential buildings 137 E

In all groups of non-residential build-
ings, except for wholesale and retail trade 
buildings and other buildings, the energy 
performance class is E. At wholesale and 

retail trade buildings, it corresponds to the 
C class and at other buildings to the F class. 
The average energy performance class of 
non-residential buildings is E (Table 5).
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CONCLUSIONS

One of the trends for reducing energy 
consumption is to increase energy perfor-
mance of buildings. In compliance with the 
EU and Latvian political statements, it is 
required to promote renovation of residen-
tial and non-residential buildings. 

Studies regarding energy performance 
aspects in the sector of non-residential 
buildings in Latvia are comparatively rare; 
however, final consumption of energy at 
heated non-residential buildings forms 
about 44 % of that of residential buildings. 
Therefore, the increase of their energy per-
formance can bring a significant contribu-
tion in achieving the national targets.

Having researched 2452 energy perfor-
mance certificates of non-residential build-
ings for the period of 2016–2021, one can 
conclude that the biggest number of energy-
certified buildings of the total number of 
non-residential buildings is between educa-
tional institutions (18.8 %) and healthcare 
institutions (13.3 %), as well as office build-
ings (8.7 %) and sport buildings (7.7 %).

In the sector of non-residential build-
ings, the biggest number of energy per-
formance certificates during the period of 
2016–2022 was registered for educational 
institutions (707 or 28.8  %) and office 
buildings (613 or 25.0 %).

The purpose of energy performance 
certification for the biggest part (61.9 %) of 
non-residential buildings is that the build-
ing belongs to the state or local govern-
ment, or a state or local government insti-
tution is located there (energy performance 
certification for such buildings is compul-
sory). The purpose of issuing 34.3  % of 
energy performance certificates is voluntary 
energy performance certification (volun-
tary energy performance certification also 
includes cases, when co-financing from the 

EU funds is planned to be attracted for a 
building renovation) and only in 3.7 % of 
cases an energy performance certificate was 
required to sell or lease the building. 

With regards to energy performance 
classes, the biggest proportion (39.3 %) is 
for buildings of the lowest F class. A simi-
larly large number (27.9  %) of buildings 
have the E class. 11.9  % and 12.7  % of 
non-residential buildings have respectively 
C and D classes. 6.  2% of buildings cor-
respond to the B class, and only 2.1 % of 
buildings – to the A class.

The highest energy performance class is 
at wholesale and retail trade buildings, as 
well as hotels and restaurants. They are fol-
lowed by sport and educational buildings, 
and the lowest class is at office, healthcare 
and other buildings.

In all groups of non-residential build-
ings, except for wholesale and retail trade 
and other buildings, the energy perfor-
mance class is E. At wholesale and retail 
trade buildings, it corresponds to the C class 
and at other buildings to the F class. The 
average energy performance class of non-
residential buildings is E.

Up to now, co-financing from the EU 
funds and other financial support instru-
ments to increase energy performance of 
non-residential buildings has been mostly 
provided to the public sector – state and 
local government buildings. In the future, it 
would be required to anticipate support also 
for the commercial sector buildings regard-
less of their trend of business activity and 
the industry (hotels, restaurants, offices, as 
well as educational, healthcare and sport 
buildings, etc., which are not state and local 
government buildings), with account of the 
fact that they form a big part of the segment 
of non-residential buildings [5].
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The paper presents a new approach to energy indicator determination, such as specific 
fuel consumption and energy efficiency of the power plant. The essence of the new method 
is to determine the instantaneous power of the installation with subsequent data processing. 
The use of this method allows establishing the dependence of specific energy indicators on the 
generating unit load levels. The established distribution allows defining optimum parameters 
of experimental setup and consumption at various loading levels. The highest specific energy 
consumption of fuel is observed (1189–1297 g / (kW⋅h) and 962–1147 g / / kW⋅h)) at the low-
est and the highest load for different fuels. Experimental data show that fuel without ethanol 
impurities can generate more electricity, which should be used at higher demand.

Keywords: Braking specific fuel consumption, energy efficiency, power plants, spark igni-
tion engine.

1. INTRODUCTION

World’s energy strategy supports the 
course of rational “minimization” of energy, 
in particular, in Ukraine a significant increase 
in the share of renewable energy sources and 
off-balance energy resources to 57.73 mil-

lion toe at the level of 2030 compared to 
15.51 million toe used in 2005 (an increase 
of 3.72 times). It was forecast that electricity 
production by power plants using renewable 
energy sources for Ukraine (excluding elec-
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tricity production at small hydropower plants 
and biofuels in the baseline scenario) would 
grow to 50 million kWh in 2010; 800 – in 
2015; 1500 – in 2020; 2000 million kWh – in 
2030. At the same time, electricity production 
by industrial and municipal power units will 
increase to 9.85 billion kWh in 2010; 10.8 – 
in 2015; 11.4 – in 2020; 13.5 billion kWh in 
2030 [1], [2]. Analysis of the dynamics and 
structure of Ukraine’s electricity production 
over the past two years (2019–2020) shows 
a steady increase in the share of autonomous 
power generation in total electricity produc-
tion from 1 to 2 %, respectively 2372 million 
kWh and 5 357 million kWh. 

This feature is explained by the develop-
ment of autonomous power supply systems, 
which not only complement stationary power 
plants, but in many cases provide solutions 
to important technical problems of power 
supply in hard-to-reach areas. Autonomous 
energy allows consumer not to depend on 
the centralized energy supply and to use the 
technology, optimal for these conditions as 
SmartGrid source of energy production [3]. 
In different modes of the power supply sys-
tem, electric generators usually operate with 
a load less than the nominal. This is due to 
the need for a reserve to provide electricity to 
different numbers of energy consumers.

Analysis of autonomous energy sources 

market, which becomes the most wide-
spread, shows a fairly narrow range of used 
generators [4]. The most common variant of 
an autonomous energy source (more than 
50 % of all units) is gasoline generators with 
spark ignition with a synchronous electric 
generator of 2.5–3.5 kW.

The actual efficiency of the generator 
unit in case of underload depends on the 
efficiency of the engine and the efficiency of 
the synchronous generator at different loads. 
There are a number of methods for setting 
these parameters for both internal combus-
tion engines (ISO 15550: 2016) and for 
synchronous generators (DSTU IEC 60034-
2-1: 2019). However, the application of 
these methods for autonomous generators is 
complicated by individual components, the 
internal combustion engine and the genera-
tor, which in some cases are impossible to 
define due to its design. That is why the con-
sideration of the system states, as a whole, 
needed to facilitate the process of setting the 
parameters of engine-generator system.

To use this approach, it is necessary to 
modernize existing research methods of 
autonomous electrical installations at differ-
ent load levels, which are generally aimed at 
determining the quality of power supply in 
nominal operating modes or close to nomi-
nal (overload).

2. REVIEW OF SCIENTIFIC SOURCES

A number of works, which can be 
divided into two main groups, are devoted 
to the analysis of energy efficiency param-
eters of installations based on internal com-
bustion engines. The first group consid-
ers the process of determining the energy 
parameters by studying mainly the charac-
teristics of the internal combustion engine. 
In this case, as a characteristic of energy 
efficiency using the ratio of fuel consump-

tion rate to engine power is brake-specific 
fuel consumption. This approach is based 
on the fact that the main losses of installa-
tions fall on the internal combustion engine 
[5]. The second group of studies is devoted 
to power plant as a whole, in some cases 
considering the energy performance of sys-
tem components. Energy efficiency in this 
case is assessed by the ratio of generated 
power and fuel consumption. A character-
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istic common feature for these studies is 
the determination of energy efficiency indi-
cators of installations with load variation. 
Also for both research groups for internal 
combustion engine load is connected to the 
electromechanical loader – an electric brake 
or the generator.

Among total scope of research of the 
first group in terms of detailing the descrip-
tion, setting tasks and conducting research, 
it is possible to note the works devoted to 
use of alternative fuels with mineral fuel 
mixtures. These studies mainly experimen-
tally investigate the influence of various 
factors (the ratio of biofuels and mineral 
fuels, gas and liquid fuels, speed, angle of 
advance of the spray or ignition) on energy 
performance. The main goal of these stud-
ies is to confirm the possible reliable and 
safe use of alternative fuels for the environ-
ment. A number of studies note the indepen-
dence of costs on the power plant level [6].

In [7], the authors aimed at operation 
optimization of the power plant using a 
mixture of fuels (hydrogen and gasoline) 
as the main factors for the concentration of 
fuels and the speed of the generator internal 
combustion engine shaft. A characteristic of 
the established pattern is the optimal effi-
ciency value change at different concentra-
tions of the mixture and the load, which 
allows optimising the generation process by 
using different mixtures. To determine the 
conditions that correspond to the optimal 
value, most experiments were conducted at 
the minimum installation power values of 

2.5 kW (<50 %) and did not cover the entire 
possible range.

In [8], the authors aimed at studying 
the efficiency of a spark ignition engine by 
converting the thermal energy of exhaust 
gases into electricity using a thermoelectric 
generator, thus investigating the issue of the 
power plant energy efficiency increase [8]. 
When power increases from 25 to 75 kW, 
there is no significant change in specific 
fuel consumption (within 3 %), which dif-
fers significantly from the known data.

The general characteristics of the pre-
sented studies include the rarity of the 
described fuel mixtures and methods of 
electricity generation usage. Little attention 
is paid to the conditions of the experiment, 
the influence of engine parameters, rheo-
logical parameters of the fuel, namely the 
density of the fuel. Also, the studied models 
of autonomous generators and motors have 
a narrow use for power supply as backup 
sources.

Given above, it is possible to conclude 
that it is necessary to study the energy per-
formance of a common generator type, 
namely a synchronous generator with a 
spark ignition engine. Also, special atten-
tion should be paid to the type and condi-
tions of fuel use, which are maximally rep-
resented at the market.

The aim of the study is to determine the 
energy performance of autonomous electric 
generators based on spark ignition engines 
using the most common fuels.

3. DESCRIPTION OF RESEARCH METHODS

Energy indicators that are necessary 
for modeling power supply system dynam-
ics and technical and economic assessment 
of setup options for new power systems 

belong to:
•	 fuel consumption for electricity genera-

tion at different load levels, g / kWh;
•	 efficiency at different load levels.
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Two types of the most common used 
fuels for the conducted experiments:
•	 gasoline automobile A-95 - Euro5; 
•	 gasoline automobile A-95 - Euro5 - E7.

The experiments were performed 
indoors at a temperature of (298 ± 3) K 
[(25 ± 3) ° C] and relative humidity (95 ± 
3)  %. The value of atmospheric pressure 
was in the range of 755–165 mm Hg. Art. 
(100 658–101 991 Pa). Under these condi-
tions, one of the main rheological param-
eters of the fuel, density, was determined. 
Thus, for A-95 - Euro5 it was 735 kg / m3, 
and for A-95 - Euro5 - E7 – 757 kg / m3.

Among the wide range of autonomous 
generators, the authors paid attention to 
generating units based on a single-cylin-
der gasoline four-stroke internal combus-
tion engine with an engine displacement 

of 200  cm3. Technical characteristics are 
given in Table 1. Most generators use as 
an alternator a synchronous generator with 
automatic voltage regulator (AVR), which 
contains the rotor and stator windings. The 
rotor speed of the generator is maintained 
by a centrifugal frequency regulator con-
nected to the carburetor.

The research notes the growth of a part 
of production by powerful autonomous sta-
tions and by small stations of public utilities. 
The chosen generator has the most common 
design among existing generators, as it is 
pointed, due to its simplicity of design and 
cost. The generator design is a copy of the 
Honda generator. Considered above, the 
collection of data is important for determin-
ing the quality indicators of power supply 
for various objects.

Table 1. Technical Characteristics of the Synchronous Electric Generator with the Spark Ignition Engine

Parameter Unit Value

Engine type - 4-stroke gasoline engine with air cooling OHV

Number of cylinders pcs 1

Engine model - H-168

Engine displacement cm3 196

Internal combustion engine power W 4780

Maximum power of the electric generator W 2800

Fuel tank volume m3 0.015

Oil sump volume m3 0.0006

Generator weight kg 53.6

Figure 1 demonstrates a schematic rep-
resentation of the experimental setup, as 
well as measuring devices on it. The basis 
of the experimental setup is an autonomous 
electric synchronous generator – 1 with a 
spark ignition engine – 2. The carburetor 
of the engine – 3 is disconnected from the 
tank (not shown) and connected to the ves-
sel with the divisions marked on it – 4. Syn-
chronous generator – 1 is connected to the 

loader in the form of a liquid rheostat – 5. 
Power measurement is performed by reg-
istering the voltage on the generator panel 
and Hall’s current sensor – 6. Analog signal 
from the current sensor YHDC HK 16 and 
voltage sensor based on inductive module 
with voltage transformer series ZMPT101B 
is converted by 14-bit data acquisition 
microsystem DAQ12 – 7 with fixing on the 
computer – 8.
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Fig. 1. Scheme of the experimental setup for determining the energy parameters of a synchronous electric 
generator with a spark ignition engine.

The process of electricity generation by 
a synchronous generator with a direct kine-
matic connection to the motor depends on 
a number of factors that significantly affect 
the quality. Among the main factors that 
significantly affect the voltage and current 
should be noted the type of load and stabil-
ity of the engine crankshaft. In our case, the 
active load is used as a load, which mini-
mizes the possible voltage phase shift. At 
the same time, it is possible to note at load-

ing of the generator essential curvature of 
a sinusoid with emergence of harmonics of 
various order with asymmetry and devia-
tion of frequency from the nominal value 
(to 7 %) (Fig. 2). Increasing the load from 
500 W to 1500 W leads to 30 % sinusoidal 
distortion.

To determine the energy consumption, 
the RMS voltage can be used, which is the 
result of periodic function integration:
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where
T is the period of voltage fluctuations; U(t) is the voltage change function.

Due to these distortions, the real diagram 
with increasing load in a certain approxi-
mation for some areas can be described as 
straight. In this case, energy consumption 
for the period is as follows:

( )

2

2

20
0

( )
44

3

T
T m

m

U t dtU t dt T TU
P

R R R

 
 
 
 ∆ = = =
∫∫

. (2)

Comparison of the obtained values 

shows that the calculation error can be 30 % 
of the generator nominal power.

From the above, it is obvious that deter-
mining the amount of electrical energy, the 
use of the ratios of maximum values and 
root mean square values of voltage and cur-
rent leads to significant errors in the calcu-
lation. More accurate values in determin-
ing the amount of electrical energy can be 
achieved by taking into account the instan-
taneous change in power.
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Fig. 2. Voltage change diagrams (―――) and current (―――) at different load for  
(gasoline automobile A-95 - Euro5):

a – generator load 500W;
b – generator load 1500W.

In the general case, the energy balance 
of the diagnostic system is as follows:

, (3)

where 

Q – fuel combustion energy;
ΔP – useful work in the form of electricity;
ΔA – total thermal, mechanical and electri-
cal energy losses.

Combustion energy is determined by 
volumetric measurement of fuel for a cer-
tain time of generator operation Δt:

, (4)

where
q – specific heat of combustion;
ρ – fuel density;
ΔV – amount of fuel consumed by the gen-
erator during operation Δt.

During the operation of the generator 
based on the internal combustion engine, 
the voltage and current values change sig-
nificantly over time due to fluctuations in 
the speed of the crankshaft, which needs to 
be clarified when determining the power 
while operation. Useful work in the form of 

electricity depends on the level of current 
and voltage:
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Specific fuel consumption for electric-
ity generation:
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The presented dependence of the defini-
tion allows determining with high accuracy 
the energy performance of a synchronous 
generator with a spark ignition engine by 
taking into account fluctuations in current 
and voltage levels.

Efficiency at different load levels:

0
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t
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When conducting experimental stud-
ies, the main variable factors were the ratio 
of active load to the nominal value of the 
electric generator 

0
N

N  and fuel type. Each 
experiment was performed three times at 
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each power level. To determine the fuel 
consumption for each experiment, the same 
amount of fuel 2 · 10–5m3 was used with 
time fixation.

Tables 1 and 2 show the results of the 
experiment and calculate the energy effi-
ciency according to the established data of 
voltage and current changes (Fig. 2). When 
determining the useful work in the form of 
electricity, P∆  is determined by the trape-
zoidal method with the previous product of 
voltage and current data:

1 1
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k k k k

k

U I U I
P
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− −

=

+
∆ = ∑ ,  (8)

where 
Uk-1, Ik-1, Uk, Ik – adjacent values of voltage 
and current;

f – ADC channel polling frequency (1000Hz);
Nm – number of measurements: 

.  (9)

During the one-factor experiment, the 
measurement study is carried out at six 
power points, the power range is divided 
into five intervals. The number of measure-
ments at one level is 3. Thus, 18 tests are 
made for each fuel, which totaled 36 tests. 
As the experimental curve is of the second 
order, six points for approximation with the 
required accuracy are sufficient. Also, the 
number of points can be justified by some 
sections of the curve, two rectilinear and 
one curvilinear, respectively, two points on 
the rectilinear sections and three on the cur-
vilinear.

Table 1. Energy Efficiency Parameters of the Generator for Gasoline A-95 - Euro5

No.
0

N
N

Δt,
s

r,
g / s

BSFC,
g / J

BSFC,
g / (kWh) ΔP η

1 0 97 0.15608 - - - -
2 0.2 89 0.17011 0.00033 1189,21 44828 0.0688
3 0.4 70 0.21629 0.00021 756.00 70693 0.1082
4 0.6 62 0.24419 0.00015 569,03 93320 0.1437
5 0.8 44 0.34409 0.00016 601,36 88843 0.1360
6 1 21 0.68818 0.00026 962,18 55453 0.0850

Table 2. Energy Efficiency Parameters of the Generator for Gasoline A-95 - Euro5 - E7

No.
0

N
N

Δt,
s

r,
g / s

BSFC,
g / J

BSFC,
g / (kWh) ΔP η

1 0 92 0.16457 - - - -
2 0.2 84 0.18024 0.00036 1297,71 42011 0.0656
3 0.4 66 0.22939 0.00022 825,81 66509 0.1032
4 0.6 58 0.26103 0.00017 626,48 87265 0.1360
5 0.8 41 0.36927 0.00018 664,68 82779 0.1282
6 1 19 0.79684 0.00031 1147,45 47803 0.0742

From the analysis of the data given in 
Tables 1 and 2, it is necessary to determine 
the reduction of operating time of the gener-
ator t∆  and, accordingly, an increase in fuel 

consumption r on average by 4.3 %, due to 
the lower calorific value of alcohol-contain-
ing gasolines. 

The analysis of the data from Tables 1 
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and 2 is presented at the graphs of changes 
in specific fuel consumption and efficiency 
(Fig. 3). Significant specific energy con-
sumption (1189–1297 g / (kW⋅h) and 962–
1147 g / (kW⋅h)) is observed at low (0.2) 
and maximum load of the generator. More-
over, approaching the load to the minimum 

value leads to much higher unit costs than 
overloading the generator. The optimal load 
level for electric generators of this design, 
at which the lowest level of specific fuel 
consumption is expected, is 0.7 for different 
types and 560 and 605 g / (kW⋅h), respec-
tively.

Fig. 3. Diagrams of changes in specific fuel consumption (a) and  
efficiency (b) when using different types of fuels:

―――- gasoline automobile A-95 - Euro5;
――― - gasoline automobile A-95 - Euro5 - E7.

The reason for these effects is a number 
of negative phenomena that accompany the 
process of electricity generation when the 
load deviates from the optimum. The main 
reasons include, in the case of increased 
power, deterioration of the gas filling of the 
cylinder, reduction of turbulence with the 
charge part release from the cylinder into 
the inlet system with increasing fuel sup-
ply. Also, costs increase in the mode close 
to idle to the total energy consumption 
ΔA, when the costs of generating reactive 
power, which is required for generation at 
different load levels, is added.

An excessive use of fuel at low load is 
typical of most generators due to the need to 
maintain the frequency of the internal com-

bustion engine, which is accompanied by 
the cost of friction, including aerodynamic. 
High specific fuel consumption at the 
maximum load of the generator is related 
to deterioration of filling of cylinders and 
incomplete combustion of fuel. Taking into 
account these features, data acquisition will 
be characteristic for all spark ignition gen-
erators.

The established distributions of specific 
values of fuel consumption and the value 
of the energy efficiency factor for different 
load levels using different fuels according 
to the new measurement method are neces-
sary for modeling and planning of energy 
system consumption using generating units 
of this type.
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4. CONCLUSIONS

The present study has proposed a new 
method of determining the values of fuel 
consumption and the value of power plant 
energy efficiency with two fuels (ethyl gas-
oline), which allows monitoring the maxi-
mum efficiency. Thus, for this equipment it 
is 0.147 and 0.138 at the load of 0.7 from 
nominal for different types of fuels. Specific 
costs for optimal load are 560 and 605 g / 
(kWh), respectively.

Under certain conditions the use of this 

technique, which is based on the determina-
tion of instantaneous power values, allows 
avoiding significant errors (30 %) in deter-
mining the energy parameters.

In addition, the experimental evaluation 
of the generating unit operation has con-
firmed that the fuel without ethanol impu-
rities allows generating more electricity, 
which should be used when there is a great 
need.
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To make informed decisions, modern society, like modern business, must operate with 
adequate information about many complex interrelated aspects of its activities. Land use is 
only one of such aspects. Agricultural lands are of particular importance today. Land data are 
needed to analyse environmental processes, as well as end unsystematic, uncontrolled use of 
agricultural land, environmental degradation, destruction of important wetlands, loss of fish 
diversity and destruction of wildlife habitats. To solve these problems, it is advisable to conduct 
regular analysis and evaluation of land resources, justification and analysis of factors influenc-
ing the agricultural land market in the country. The tasks were solved using multidimensional 
statistical methods, in particular, factor analysis, which helped to get rid of subjectivity in the 
choice of factors influencing the market under study. Based on the model of influence of fac-
tors on the national market of agricultural land in Ukraine, six main factors were identified, the 
most influential of which were the components of agricultural development (first factor) and, 
to a lesser extent, the component of vegetable production and yield (fourth factor). The inter-
relationships and the degree of influence of the selected factors on the main indicators of the 
agricultural land market, namely, on the area of purchase and sale plots, the price of purchase 
and sale plots, and the number of transactions were also analysed.
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1. INTRODUCTION

To make informed decisions, modern 
society, like modern business, must oper-
ate with adequate information about many 
complex interrelated aspects of its activi-
ties. Land use is only one of these aspects, 
but knowledge of land and soil cover con-
tinues to be increasingly important in terms 
of global food and energy security, environ-
mental sustainability and economic growth.

Today agricultural lands are of particu-
lar importance. It is known that the devel-
opment of infrastructure and the growing 
share of non-agricultural sectors of the 
economy significantly accelerate the pro-
cess of withdrawal of land from agricultural 
use. This, in turn, gradually limits the area 
of arable land. As a result, the shortage of 
agricultural land is causing a decline in 
food production, which is exacerbated by 
rapid population growth in some parts of 
the world.

In the context of Ukraine, land data are 
needed to analyse environmental processes 
and end unsystematic, uncontrolled use of 
agricultural land, environmental degrada-
tion, destruction of important wetlands, loss 
of fish diversity and destruction of wild-
life habitats. In addition, the importance of 
monitoring land relations is further deter-
mined by the opening of the market for 
agricultural land from 1 July 2021.

Given the above problems, there is a need 
for regular analysis and evaluation of land 
resources, justification factors influencing 

the market of agricultural land in Ukraine, 
thus proving the relevance of the study.

Issues related to theoretical develop-
ments and analysis of the development of 
the world market for agricultural land are 
considered in the works of such scientists 
as S. Balestri [1], M. Herold [2], S. Carter 
[2], Y. Zhang [6], H. Long [6], L. Ma [6], 
M. Maggioni [1], A. Menon [16], G. Robin-
son [9], J. Han [5], H. Lu [5], M. Vijayabas-
kar [3] and X. Zhang [5].

The research of B. McKay [7] and 
G. Oliveira [7] contributes to deepening of 
the understanding of land relations that go 
beyond the material value of land and are 
a way to protect national cultural identity.

Studies of C. Vaddhanaphuti [4], 
B. White [8], P. Vandergeest [8], E. Corbera 
[4], C. Park [8], L. Schoenberger [10], D. 
Hall [10] and C. Hunsberger [4] are devoted 
to the issue of harmonization of investments 
in agricultural lands with gender policy and 
climate change in some regions.

Despite the significant amount of mod-
ern research and development in this area, 
scientists are currently focusing on cur-
rent issues of studying the current state 
and trends of the agricultural land market 
in Ukraine, which began operating in July 
2021. In particular, it is important to con-
sider the factors associated with the work 
of the object of study, which will assess the 
state of the land market in Ukraine and pre-
dict the main trends of its change.

2. THEORY METHODS AND METHODOLOGY

There is no doubt that the key to coun-
try’s successful development, as well as its 
food security, is a rationally built and effec-
tive national agricultural policy, especially 

if the country has a powerful land potential.
In order to substantiate the state policy 

on the regulation of land relations, it is nec-
essary to take into account the factors under 
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which the state of the agricultural land mar-
ket will be formed. This problem can be 
solved by using multidimensional statistical 
methods, in particular, factor analysis and 
principal component analysis (PCA), which 
help get rid of subjectivity in the choice of 
factors influencing the market under study.

Large datasets are increasingly common 
and are often difficult to interpret. PCA is a 
technique for reducing the dimensionality 
of such datasets, increasing interpretability 
but at the same time minimizing informa-
tion loss. It does so by creating new uncor-
related variables that successively maxi-
mize variance. Finding such new variables, 
i.e., the principal components, reduces to 
solving an eigenvalue/eigenvector problem, 
and the new variables are defined by the 
dataset at hand, not a priori, hence, making 
PCA an adaptive data analysis technique. It 
is adaptive in another sense too, since vari-
ants of the technique have been developed 
that are tailored to various different data 
types and structures.

The principal components method is 
a method by which on the basis of really 
existing connections of features it is pos-
sible to reveal latent generalized charac-
teristics of organisational structure and the 
mechanism of development of the phenom-
ena and processes.

With the principal component method, 
the effect of multicollinearity can be elimi-
nated by replacing the initial variables, 
which can be correlated with fewer inde-
pendent components. These so-called 
hypothetical quantities cannot be directly 
estimated.

Tasks that are put forward before the 
component analysis and can be solved with its 
help are reduced to the following [17], [18]: 
•	 reduction of initial variables as a result 

of allocation of principal components;
•	 identification of relationships and pat-

terns, the so-called latent effects; 

•	 evaluation of generalized indicators 
(interpretation and evaluation of the 
main components);

•	 predicting the development of a particu-
lar process, when constructing a regres-
sion equation, using the results of com-
ponent analysis;

•	 typology and classification of objects of 
observation;

•	 use of component analysis in combina-
tion with other methods of analysis, i.e. 
data conversion for use in other models.

The model of component analysis can 
be represented as follows:

, (1)

where
 – normalized value of the i-th variable 

with single variances;
 – weight, factor load of the k-th com-

ponent on the i-th variable; і = 1, 2,…, m;  
k = 1, 2,…, p;
m – number of variables;
p – number of principal components; p<m; 

 – k-th principal component.

The algorithm of the principal com-
ponents method consists of the following 
stages.

I. Formation of initial data matrix X size
mn× :

 (2)

where
 – the value of the i-th variable for the j-th 

object (observation);
і = 1, 2,…, m, m – number of variables;
j = 1, 2,…, n, n – number of objects.

ІІ. Calculation of the matrix of stan-
dardized values of variables, which is car-
ried out according to the following formula:
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 (3)

where 
 – standardized value of the i-th variable 

for the j-th object;
 – the average value of the i-th variable;
 – standard deviation of the i-th variable.

III. Calculation of paired correlation 
coefficients matrix R with “1” on the main 
diagonal.

IV. In the principal components method, 
in contrast to factor analysis, it is believed 
that latent components should explain 
all variation. Therefore, there is no need 
to move from a correlation matrix R or a 
covariance matrix to a reduced covariance 
matrix or a reduced pair correlation matrix 
in which on the main diagonal instead of 
“1” there are communities ( h j

2 ).
Thus, the next step is to calculate the 

diagonal matrix of eigenvaluesΛ size p×p. 
Inherent values λk  indicate the con-

tribution of the k-th component to the total 
variance of the initial data set.

V. Calculation of the orthogonal matrix 
of eigenvectors size p×p:

 (4)

VI. Calculation of factor loads matrix 
A, the elements of which are the weight of 
the components (factor loads):

 (5)

VII. Before moving from the matrix A 
to the matrix of principal components val-
ues F, it may be necessary to find a simpler 
factor structure. The search for a simple 
factor structure is carried out using rotation 
procedures, as a result of which the values 

of some factor loads decrease and others 
increase. After that, a matrix of factor load 
after rotation is obtained.

VIII. Calculation of the matrix of prin-
cipal component values F:

, (6)

. (7)

The main component method has cer-
tain properties that distinguish it from fac-
tor analysis. First, principal components 
are statistically independent. Second, the 
selected main components are ranked 
according to the level of their contribution 
to the total variance of the initial variables, 
i.e, the first main component has the maxi-
mum variance, the second – the largest vari-
ance among the remaining components, and 
so on until the full distribution of variance 
between the components.

Component analysis is a linear addi-
tive method. When using it, there is no need 
to hypothesize about the linearity of the 
model, the number of components and their 
correlation.

When using the principal components 
method, it is not necessary to make any 
assumptions about the variables, moreover – 
they can even be random variables.  

With its help it is possible to completely 
decompose the variance of the initial vari-
ables, i.e., to fully explain it using latent com-
ponents, which are generalized variables.

Provided that the weight of the compo-
nents is determined and more than one of 
them – it is not always possible to unambig-
uously and adequately interpret the selected 
components. This is due to the fact that for 
the same components it is possible to obtain 
equivalent weights (loads) by their orthogo-
nal transformation.  
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Transformations are performed in order 
to, if possible, find a simple factor structure. 
This is when the factor loads of traits that 
affect an unknown phenomenon have high 
values for one component and insignificant 
values for others. It should be noted that the 
element аik of the factor load matrix A indi-
cates the relationship between the i-th initial 
variable and the k-th main component and 
is within the following limits: –1≤ aik ≤+1 
[17], [18]. The component for which the 
variables have high loads must be named, 
i.e., interpreted. In the case where we have 
more than one factor, they cannot always be 
interpreted unambiguously. In this regard, 
the factor structure can be changed using 
various procedures of orthogonal or oblique 
rotation, in the process of which the val-
ues of some factor loads increase and oth-
ers decrease. The varimax procedure is 
most commonly used, which maximizes 
the variation of the factor load squares for 
each component by increasing the large and 
decreasing the factor load values. The fac-
tors that have the greatest load are given the 
appropriate name.

The following methods are used to 
select components whose solutions are easy 
to interpret.

1. Methods based on the rotation of fac-
tors (components) [17], [18]:
1.	 graphic method of rotation;
2.	 analytical methods:

•	 varimax;
•	 quartermax;
•	 equimax;
•	 biquartimax;

2. Methods that do not involve the rota-
tion of components (factors).

These methods are based on the fact 
that before selection, the components must 
be specified as their number and character-
istics, which must have zero weight on the 
components. 

When deciding on the choice of the 
required number of components, it is advis-
able to use the Kaiser test or the Cattell 
method (the criterion of “rock collapse”). 
According to Kaiser’s criterion, only those 
factors whose numbers are greater than one 
are left. According to Cattell’s method, it is 
necessary to graphically display the eigen-
values of the correlation matrix in descend-
ing order. The selection of factors ends with 
the factor after which the inherent numbers 
of the correlation matrix do not decrease 
rapidly.

If, after taking into account, for exam-
ple, 75% of the variance, the next compo-
nent explains less than a given percentage 
of variance, it is excluded because it has too 
little contribution to the total variance, and 
therefore this component is not important.

Due to the fact that principal compo-
nents are orthogonal to each other, the total 
variance of the i-th variable is equal to one. 
In this regard, the contribution of the k-th 
component to the total variance can be 
determined as follows [17], [18]:

. (7)

The total contribution of the selected 
principal components or, otherwise, the 
completeness of the factorization is deter-
mined as follows [17], [18]:

. (8)

As for the significance of the weight 
of the components (factor loads), in socio-
economic studies they can be considered 
significant if they are not less than a prede-
termined value. 

For economic interpretation, only those 
factor loads are used, the values of which 
are greater 0.7 [18].

Using the theoretical provisions of fac-
tor analysis, namely, the principal compo-
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nent method, the main factors influencing 
the market of agricultural land were iden-
tified: reduction of the space of selected 
features; selection of a small number of 
uncorrelated components that store all the 
information on the causal mechanism of the 
phenomenon; interpretation and evaluation 
of principal components; application of the 
principal components method in combina-
tion with other multidimensional methods 
of analysis, namely multiple regression 
analysis.

The model of the influence of factors 
on the national market of agricultural land 
in Ukraine was developed using regional 
indicators published by the State Statistics 
Service of Ukraine [11]–[14], which could 
affect researched market.

The variables in this model are defined 
as the average annual values of the follow-
ing indicators by regions for 2015–2020:
•	 X1 – Present population, thousand  

people;
•	 X2 – Indices for agricultural produc-

tion, %;
•	 X3 – Indices for crop production, %;
•	 X4 – Indices for livestock production, %;
•	 X5 – Share of regions in the agricultural 

production, %;
•	 X6 – Share of agricultural production 

by enterprises;
•	 X7 – Share of crop production, %;
•	 X8 – Labour productivity at enterprises 

that were engaged into agricultural 
activity (per 1 employed in agricultural 
production, at constant prices in 2016; 
thousand UAH);

•	 X9 – Share of regions in the crop pro-
duction, %;

•	 X10 – Share of crop production by 
enterprises, %;

•	 X11 – Sown area for agricultural crops, 
thousand hectares;

•	 X12 – Cereals and leguminous crops 
output, thousand tons;

•	 X13 – Yields of cereals and leguminous 
crops, c of 1 ha;

•	 X14 – Sunflower production, thousand 
tons;

•	 X15 – Yields of sunflower, c of 1 ha;
•	 X16 – Potatoes production, thousand 

tons;
•	 X17 – Yields of potatoes, c of 1 ha;
•	 X18 – Vegetables crops production, 

thousand tons;
•	 X19 – Yields of vegetables crops, c of 

1 ha;
•	 X20 – Fruit and berry crops production, 

thousand tons;
•	 X21 – Yields of fruit and berry crops, c 

of 1 ha;
•	 X22 – Share of regions in the livestock 

production, %;
•	 X23 – Share of livestock production by 

enterprises, %.

The average annual population in the 
regions of Ukraine in 2015–2020 was cal-
culated according to the formula of the 
chronological average according to the cur-
rent values of the indicator (at the beginning 
of 2015–2021) [11], [13].

Average annual indices of agricultural 
products, indices of crop and livestock 
products was calculated according to the 
geometric mean formula based on chain 
growth rates in 2015–2020 [12], [14].

Average annual labour productivity in 
enterprises engaged in agricultural activi-
ties in 2015–2020 was calculated as the 
arithmetic mean weighted by the number of 
the employed in agricultural production in 
the year [12], [14].

Average annual yields of cereals and 
legumes, sunflower, potatoes, vegetables, 
fruits and berries were calculated by the for-
mula of the average harmonic, the numera-
tor of which was the production of relevant 
crops [12], [14].
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3. RESULTS AND DISCUSSION

Statistical model of factors influencing 
the market of agricultural land in Ukraine 
was built using the application package 
“STATISTICA” version 10, in particular 
the module “Factor Analysis”.

As a result of the implementation of 
step-by-step procedures of factor analysis, 
the following results were obtained.

At the first stage, they were calculated 
values of eigenvalues λj. Principal compo-
nents are those for which the Kaiser test λj>1 
[17], [18]. Therefore, only those factors are 
taken into account, the inherent numbers of 
which are greater than one. There are six 
such factors (Table 1).

Table 1. Values of Eigenvalues and Contribution of Each of the Variances to the Total Variation of the Sign Set

Factor Values of eigen-
values

Proportion of total 
variance, %

Accumulated values 
of eigenvalues

Accumulated 
particles of total 

dispersion, %
1 7.11 30.89 7.11 30.89
2 5.71 24.83 12.82 55.72
3 3.06 13.31 15.88 69.03
4 2.05 8.90 17.93 77.94
5 1.42 6.17 19.35 84.11
6 1.15 4.99 20.49 89.10

Source: Built on own calculations according to data [11]–[14].

This is also confirmed by the graphi-
cal criterion of “rock collapse” [17], [18] 
(Fig. 1). The six selected main components 

explain 89.1 % of the total variation, which 
indicates a high degree of factorization. 
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Fig. 1. Graphic display values of eigenvalues.
Source: Built by the authors according to their own calculations by the data [11]–[14].

Next, the factor loads were calculated, 
which have the meanings given in Table 2.
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Table 2. Factor Loads before the Rotation of Factors*

Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6

X1 –0.110 0.425 0.416 0.080 –0.049 0.711

X2 0.047 –0.587 –0.615 0.357 0.040 0.132

X3 0.212 –0.434 –0.715 0.314 –0.026 0.233

X4 –0.355 –0.617 0.411 0.125 0.260 -0.300

X5 –0.969 –0.015 0.123 0.162 –0.005 –0.107

X6 –0.849 0.216 –0.285 –0.215 0.081 0.198

X7 –0.378 0.557 –0.573 –0.230 –0.337 –0.071

X8 –0.427 –0.593 –0.400 –0.052 0.009 0.280

X9 –0.959 0.137 –0.038 0.073 –0.107 –0.166

X10 –0.797 0.210 –0.400 –0.285 0.018 0.150

X11 –0.777 0.571 –0.034 0.073 –0.045 –0.124

X12 –0.946 0.115 –0.060 –0.091 –0.073 –0.169

X13 –0.395 –0.834 –0.089 –0.225 0.000 –0.144

X14 –0.621 0.673 –0.041 –0.011 0.000 –0.080

X15 –0.429 –0.829 0.033 –0.215 –0.073 –0.052

X16 –0.371 –0.825 0.009 0.033 0.031 0.087

X17 –0.048 –0.812 –0.165 –0.235 –0.340 –0.002

X18 –0.270 0.271 –0.096 0.834 0.019 –0.080

X19 0.084 0.038 –0.468 0.712 –0.258 –0.138

X20 –0.130 –0.296 0.606 0.290 –0.469 –0.052

X21 –0.137 –0.121 0.397 0.007 –0.818 0.179

X22 –0.641 –0.371 0.468 0.297 0.260 0.057

X23 –0.701 –0.129 0.261 0.206 0.251 0.390

λj 7.105 5.711 3.062 2.048 1.420 1.148
Proportion  
of total  
variance.%

30.9 24.8 13.3 8.9 6.2 5.0

Source: Authors’ own calculations for [11]–[14].

* – Excluding the temporarily occupied territory of the Autonomous Republic of Crimea, the city of Sevastopol 
and a part of the temporarily occupied territories in the Donetsk and Luhansk regions.

Analysing Table 2, it is possible to 
determine that the obtained results are diffi-
cult to interpret and for a better understand-
ing and correct interpretation of the results 
it is advisable to use the procedure of rota-
tion of factors. “Varimax normalized” was 

chosen from the rotation procedures.
Inherent numbers and contribution of 

individual components to the total variance 
of the transformed factor loads are given in 
Table 3.
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Table 3. Factor Loads after Rotation of Factors* (Varimax Normalized)

Variables Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6
X1 0.092 –0.348 0.003 –0.117 0.215 0.831
X2 –0.180 0.679 –0.038 0.565 –0.239 –0.023
X3 –0.254 0.592 –0.278 0.578 –0.264 0.051
X4 0.013 0.313 0.825 –0.101 0.083 –0.232
X5 0.834 0.132 0.493 0.089 0.162 0.038
X6 0.894 0.199 –0.031 –0.091 –0.183 0.242
X7 0.711 –0.084 –0.649 0.091 –0.039 –0.104
X8 0.234 0.819 0.072 0.103 –0.111 0.147
X9 0.935 0.083 0.267 0.095 0.146 –0.045
X10 0.886 0.248 –0.161 –0.095 –0.196 0.156
X11 0.914 –0.320 0.061 0.091 0.035 0.049
X12 0.935 0.133 0.216 –0.046 0.090 –0.074
X13 0.117 0.831 0.349 –0.173 0.052 –0.268
X14 0.812 –0.418 –0.054 0.014 –0.039 0.083
X15 0.121 0.814 0.385 –0.209 0.176 –0.161
X16 0.026 0.778 0.461 0.004 0.097 0.004
X17 –0.156 0.839 –0.012 –0.106 0.274 –0.213
X18 0.272 –0.301 0.255 0.788 0.020 0.086
X19 –0.012 0.004 –0.164 0.876 0.060 –0.148
X20 –0.097 0.031 0.418 0.059 0.768 0.012
X21 0.050 0.114 –0.076 –0.063 0.919 0.153
X22 0.292 0.196 0.862 0.018 0.126 0.208
X23 0.452 0.180 0.570 0.020 0.003 0.522
λj 6.616 4.965 3.402 2.222 1.897 1.392
Proportion  
of total  
variance.%

28.8 21.6 14.8 9.7 8.2 6.1

Source: Authors’ own calculations for [11]–[14].

* – Excluding the temporarily occupied territory of the Autonomous Republic of Crimea, the city of Sevastopol 
and a part of the temporarily occupied territories in the Donetsk and Luhansk regions.

As can be seen from Table 3, the contri-
bution of the first component in the total vari-
ance of the data set is 28.8 %, the second – 
21.6  %, the third – 14.8  %, the fourth – 
9.7 %, the fifth – 8.2 %, the sixth – 6.1 %. 
Together, these components account for 
almost 89.2 % of the total variation, which 
indicates a high level of factorization. Note 
that the first component is closely related to 
the variables: X5, X6, X7, X9, X10, X11, 
X12, X14. Thus, the first component can 
be interpreted as a generalized factor in the 

development of agriculture with an empha-
sis on crop production. Another component 
is closely related to the variables: X8, X13, 
X15, X16. It is interpreted as a factor in 
the intensive development of agriculture. 
The third component is closely related to 
the following variables: X4, X22. It can be 
interpreted as a factor in rural development 
livestock. The fourth component is closely 
related to the variables: X18, X19. It is 
interpreted as a factor in the production and 
yield of vegetable crops. The fifth compo-
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nent is closely related to the variables: X20, 
X21. It is interpreted as a factor in the pro-
duction and yield of fruit and berry crops. 
The sixth component is closely related to 

the variable: X1. It is interpreted as a fac-
tor in the size of the existing population. 
The values of principal components for the 
regions of Ukraine are given in Table 4.

Table 4. Values of Principal Components for the Regions of Ukraine*

Region (oblast) Factor 1 Factor 2 Factor 3 Factor 4 Factor 5 Factor 6
Vinnytska 1.002 0.498 2.413 0.240 1.179 –0.352
Volynska –1.145 0.495 0.192 0.231 –0.870 0.392
Dnipropetrovska 0.698 –1.023 1.019 1.034 0.061 1.807
Donetska –0.462 –1.084 –0.400 –1.306 0.606 2.867
Zhytomyrska –0.302 1.128 –0.530 0.767 –0.050 –0.335
Zakarpatska –2.363 –1.189 0.728 –0.003 0.521 –1.470
Zaporizhska 0.339 –1.073 –0.654 0.324 –0.808 0.301
Ivano–Frankivska –1.605 0.291 0.591 –0.655 –1.195 0.106
Kyivska 0.331 0.184 1.616 –0.219 –0.531 0.390
Kirovohradska 0.946 –0.945 –0.070 –1.332 –1.075 –1.467
Luhanska –0.211 0.019 –2.627 –0.051 0.074 1.042
Lvivska –1.030 0.885 0.515 0.657 –0.165 1.185
Mykolayivska 0.519 –1.465 –0.630 0.795 –0.750 –1.162
Odeska 0.779 –1.856 –0.558 –1.883 0.881 –0.572
Poltavska 1.319 0.520 –0.324 0.206 2.085 –0.450
Rivnenska –1.027 0.865 –0.496 0.021 0.454 –0.084
Sumska 0.758 1.353 –0.492 –0.615 –1.476 –0.517
Ternopilska –0.047 1.101 –0.493 –0.037 0.331 –0.406
Kharkivska 1.035 –0.104 –0.082 0.637 0.464 0.462
Khersonska 0.261 –1.121 –0.213 3.184 –0.523 –0.435
Khmelnytska 0.543 1.374 –0.399 –0.099 1.745 –0.203
Cherkaska 0.566 0.043 1.565 –1.139 –0.928 0.268
Chernivetska –1.696 –0.233 –0.071 –0.337 1.412 –1.069
Chernihivska 0.793 1.337 –0.601 –0.421 –1.443 –0.297

Source: Authors’ own calculations for [11]–[14].

* – Excluding the temporarily occupied territory of the Autonomous Republic of Crimea, the city of Sevastopol 
and a part of the temporarily occupied territories in the Donetsk and Luhansk regions.

Estimates of principal components are 
used to measure the relationship and study the 
impact of selected factors on the main indica-
tors of the agricultural land market, namely, 
the area of plots for sale from 01.07.2021 
to 16.01.2022, ha (Y1), the price of plots of 
land for sale for the period from 01.07.2021 
to 16.01.2022, UAH per hectare (Y2), and the 
number of transactions for the period from 
01.07.2021 to 16.01.2022 (Y3).

Describing the matrix of correlation coef-
ficients for the three dependent (area of sales, 
price, and number of transactions) and inde-
pendent variables (factors), it should be noted 
the high level of correlation (positive relation-
ship) between the dependent variables of the 
number and area of sales is a logical explana-
tion of the mechanism of functioning of the 
market of agricultural lands and the specifics 
of reporting data on it (Table 5).
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Table 5. Correlation Coefficients between the Main Indicators  
of the Agricultural Land Market and the Selected Factors

Y1 Y2 Y3

Y1 1.00

Y2 –0.22 1.00

Y3 0.88 –0.13 1.00

Factor 1 0.62 –0.17 0.70

Factor 2 –0.25 0.24 0.10

Factor 3 –0.05 0.39 0.05

Factor 4 0.41 –0.05 0.28

Factor 5 0.04 0.00 0.06

Factor 6 0.08 0.22 –0.04

Source: Authors’ own calculations for [11]–[14].

An increase in the number of transac-
tions leads to an increase in the total area 
of sales plots, but this relationship may not 
be fully functional, because the area of indi-
vidual transactions is different and can vary 
significantly. In addition, despite the low in 
absolute terms statistically insignificant cor-
relation between the area of purchase and 
sale and their price, the negative direction 
of this relationship is clear and is interpreted 
in the laws of supply and demand – at a high 
price fewer land transactions and increase 
in the total area of land sold (increase in 
supply) lead to a gradual decline in market 
prices for agricultural land.

Regarding the relationships between 
independent and dependent variables, there 
are high enough correlation coefficients 
for the first factor (first component) in the 
equations with the area and number of sales 
transactions. Since the first component is 
interpreted as a generalized factor in the 
development of crop production, this cor-
relation characterises the main targeted use 
of agricultural land in Ukraine and confirms 
the market activity of those companies that 

are primarily related to crop production.
Using regression analysis to study the 

impact of the six main components (factors) 
of agriculture identified above, three main 
models were built to characterise each of 
the three dependent variables separately.

The multiple regression equation looks 
like this:

Yi = a0+a1G1–a2G2–a3G3+a4G4+a5G5+a6G6,   (9)

where 
Yi – theoretical values of the chosen ones;
a0 – initial regression parameter;
aj – regression parameter of the factor Gj,  
i = 1, …, 6;
Gj – factor selected by the principal compo-
nents method, i = 1, …, 6.

The first regression model considers the 
effect of six factors on the area of purchase 
and sale. The significance of the coefficients 
of the model was estimated in Excel using 
the statistical procedure Regression in the 
Data Analysis package. The results of the 
calculations are presented in Table 6.
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Table 6. Characteristics of the Regression Model Areas of Plots of Sale of Agricultural Land in Ukraine (y1)

Regression Statistics
Multiple R 0.789
R Square 0.624
Adjusted  R 
Square 0.491

Standard 
Error 3183.118

Observations 24
ANOVA (Analysis of variance)

df SS MS F Significance F
Regression 6 285839766.3 47639961.06 4.702 0.00539
Residual 17 172248090.4 10132240.61
Total 23 458087856.7

Coefficients Standard 
Error t Statistics P-value Lower 95% Upper 95%

Y-section 4398.97 649.751 6.770 0.0000 3028.12 5769.83
Factor 1 2765.24 663.726 4.166 0.0006 1364.90 4165.58
Factor 2 –1104.27 663.726 –1.664 0.1145 –2504.61 296.07
Factor 3 –217.29 663.726 –0.327 0.7474 –1617.63 1183.05
Factor 4 1827.38 663.726 2.753 0.0136 427,04 3227.72
Factor 5 188.23 663.726 0.284 0.7801 –1212.11 1588.57
Factor 6 374.01 663.726 0.563 0.5805 –1026.33 1774.35

Source: Authors’ own calculations for [15], [11]–[14].

Checking the materiality of the con-
nection is statistically formulated as a test 
of null hypotheses: H0: R

2 = 0; H0: аj = 0. 
Hypothesis Н0 is rejected or accepted on the 
basis of statistical criteria, in particular the 
variance F-criterion, the statistical charac-
teristic of which is calculated by the ratio 
of estimates of factor and residual variances 
[17], [18]. Critical values ( )211 , kkF α− , 
where α – the materiality level, k1 = m–1, 
k2  =  n–(m–1) – the number of freedom 
degrees of the numerator and denominator 
was determined using the EXCEL FINV 
function. In our case Femp. = 4.7 > Fcrit. (1–α; 
k1; k2) = 2.77.

The strength of the connection can be 
inferred from the value of the coefficient of 
determination 2R . For the model obtained 
(Table 6):
•	 close to unity coefficient of determina-

tion 2R = 0.62,

•	 the estimated value of F-statistics 
(Femp.  = 4.7) is more than critical 

77.27.4 .. =>= critåmp FF , which indicates 
the high adequacy of the constructed 
model.
The analysis allows us to conclude that 

the constant a0 and the coefficient a1 and a4 
are significant, because the absolute values 
of their t-statistics are more than covered, 
because the hypothesis 0H  at the level of 
significance α deviates if the inequality 

 holds, where temp. is 
calculated and  is determined 
from the table of theoretical values of the 
t-test at the level of significance α and 
(n–m–1) degrees of freedom. Theoretical 
significance of the t-test tcrit. was obtained 
using the function EXCEL T.INV.2T ((1–α), 
n–m–1) = T.INV.2T (0,05, 24–6–1) = 2.11 
(for two-way distribution). 

Therefore, the equation of multiple 
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regression on the selected factors is as 
follows:

Y1 = 4398.9+2765.2 G1–1104.2 G2–217.3 
G3+1827.4 G4+188.2 G5+374 G6.

Considering the regression coefficients 
on the factors, it is seen that only the first 
(generalized factor of agricultural devel-
opment with an emphasis on crop produc-
tion) and the fourth (factor of production 
and yield of vegetable crops) factors affect 
the area of purchase and sale, because t-sta-
tistics of these coefficients are higher than 

the corresponding tabular value of 2.11 for 
95 % of the confidence interval.

The significance of the other four fac-
tors has not been confirmed. Thus, we can 
talk about the real positive (due to the sign 
of the coefficient) impact of the first and 
fourth main components on the area of 
purchased/sold plots of agricultural land in 
Ukraine.

Analysing the second regression model 
(Table 7), which describes the impact of six 
components on the price of plots of sale, no 
statistically significant effect was found.

Table 7. Characteristics of the Regression Model Prices of Plots for Sale of Agricultural Land in Ukraine (y2)

Regression Statistics

Multiple R 0.540

R Square 0.292 

Adjusted R 
Square 0.042

Standard 
Error 13155.943

Observation      24

ANOVA (Analysis of variance)

df SS MS F Significance F

Regression 6 1213657674 202276279.0 1.169 0.368

Residual 17 2942340659 173078862.3

Total 23 4155998333

Coefficients Standard 
Error t Statistics P-value Lower 95 % Upper 95 %

Y-section 35604.25 2685.446 13.258 0.0000 29938.45 41270.05

Factor 1 –2319.53 2743.204 –0.846 0.4095 –8107.18 3468.13

Factor 2 3289.55 2743.204 1.199 0.2469 –2498.11 9077.20

Factor 3 5230.39 2743.204 1.907 0.0736 –557.26 11018.05

Factor 4 –738.84 2743.204 –0.269 0.7909 –6526.49 5048.82

Factor 5 41.56 2743.204 0.015 0.9881 –5746.09 5829.22

Factor 6 2943.09 2743.204 1.073 0.2983 –2844.56 8730.74

Source: Authors’ own calculations for [15], [11]–[14].

The third regression model examines 
the effect of six factors on the number of 

sales transactions, and the results of the cal-
culations are presented in Table 8.
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Table 8. Characteristics of the Regression Model and the  
Number of Transactions of Purchase and Sale of Agricultural Land in Ukraine (y3)

Regression statistics
Multiple R 0.765 
R Square 0.585 
Adjusted R 
Square 0.439

Standard 
Error 729.180

Observation 24

ANOVA (Analysis of variance)

df SS MS F Significance F

Regression 6 12764336.55 2127389.43 4.001 0.011

Residual 17 9038957.29 531703.37

Total 23 21803293.83

Coefficients Standard 
Error t Statistics P-value Lower 95% Upper 95%

Y-section 1210.08 148.843 8.130 0.000 896.056 1524.115

Factor 1 680.73 152.045 4.477 0.000 359.949 1001.521

Factor 2 97.51 152.045 0.641 0.530 –223.276 418.296

Factor 3 53.10 152.045 0.349 0.731 –267.683 373.889

Factor 4 272.92 152.045 1.795 0.090 –47.863 593.709

Factor 5 59.42 152.045 0.391 0.701 –261.365 380.207 

Factor 6 –35.00 152.045 –0.230 0.821 –355.790 285.782 

Source: Authors’ own calculations for [15], [11]–[14].

The adequacy of such a model is 
slightly lower (R2 = 0.585) than when deter-
mining the effects of components on the 
area of purchase and sale, but the actual 
value of the F-criterion is greater than the F 
tabular (4.0 > 2.77), so the model is statisti-
cally significant and in general it describes 
58.5  % of the variation in the dependent 
variable. The multiple regression equation 
looks like this:

Y3 = 1210.08+680.73G1+97.50G2+53.10G3
+272.92G4+59.42G5–35G6.

Unlike the first model, the regression 
coefficient for the factor of production and 
yield of vegetable crops (component four) 

is no longer statistically significant at 95 % 
confidence interval, and only the influence 
of the factor of agricultural development 
with emphasis on crop production remains 
different from zero (value of t-statistics of 
4.48 is higher than the corresponding table 
value of 2.11). Thus, the impact of the six 
studied components on the three main indi-
cators of the market of purchase and sale 
of agricultural land in Ukraine is limited 
mainly by the effects of the agricultural 
development component, and the devel-
opment and dynamics of land prices are 
formed entirely without the influence of all 
identified components. 
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4. CONCLUSIONS

The generalization of the theoretical 
foundations of the basic concepts and cat-
egories used in the study has allowed us to 
determine that relevant to the research topic 
is the category of agricultural land, which, 
in turn, is divided into agricultural and 
non-agricultural land. Both types of land 
are subject to the land market in Ukraine 
through the NMV mechanism, but the level 
of statistical reporting and availability of 
information on the latter is insufficient 
compared to the former, which requires 
improved approaches to collecting and dis-

seminating relevant statistical information.
Factor analysis proves a statistically 

significant impact of two of the six most 
important selected agricultural components 
(agricultural development components 
(first factor) and to a lesser extent vegetable 
production and yield component (fourth 
factor)) on the number and area of agricul-
tural land sales in Ukraine. None of the con-
sidered components, however, has a statisti-
cally significant impact on the development 
of prices for agricultural land.
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