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The paper presents a simulation model developed for a special optical coupler intended 
for coupling radiation from signal and pump sources used for the realization of cladding-
pumped doped fibre amplifiers. The model is developed in COMSOL Multiphysics and used 
to assess the pumping efficiency for different side pumping angles and different numbers of 
electromagnetic modes. The obtained results show that the highest pumping efficiency, above 
75  %, is achieved for 5–14 modes when two fibres representing the pump source and the 
signal source form a 10-degree angle between their central axes. The search for the optimal 
number of modes corresponds to the development trend in optical coupler technology where 
the multimode pumping by light-emitting diode (LED) replaces the classical scheme with a 
single-mode pumping by a laser diode (LD).

Keywords: COMSOL MULTIPHYSICS, double-clad fibre, optical coupler, side  
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1. INTRODUCTION

Recently, cladding-pumped doped fibre 
amplifiers have attracted interest for appli-
cation in space-division multiplexed (SDM) 
systems proving a transmission capacity 
increase in a cost-effective way [1], [2]. 
Hence, an appropriate amplifier is required 
for signal transmission over long distances 
(>100 km).

The most widely used optical amplifi-
ers in telecommunications are the Erbium-
Doped Fibre Amplifiers (EDFAs) and 
RAMAN effect based amplifiers. Optical 
signal amplification beyond optical C and 
L bands using doped fibre amplifiers is pos-
sible with other trivalent rare earth elements 
(ytterbium, thulium, neodymium, holmium, 
etc.) and their combinations. Co-doped 
fibre-based amplifiers are very promis-
ing solutions due to their low nonlinearity 
without degrading amplification efficiency 
[3]. For example, erbium combination with 
ytterbium allows  increasing the distance 
between the erbium ions in the amplifying 
medium; therefore, co-doping with erbium/
ytterbium minimizes the possibility of 
clustering of erbium, allowing for a higher 
concentration of erbium in the amplify-
ing medium compared to the conventional 
implementation of erbium-doped fibres. As 
a result, shorter erbium/ytterbium-doped 
fibres are required to achieve a similar level 
of gain [4]. While for the Raman amplifiers 
pumping can be performed at any wave-
length (i.e., there is no absorption band), 
and the signal characteristics are determined 
by optical phonon spectra in contrast to the 
rare-earth-doped fibre amplifiers, where the 
pump characteristics and signal bands are 
fixed [5]. 

The cladding pumping technique dif-
fers from the classic approach where pump 
light is coupled directly in the doped fibre 

core. Instead, high-power pump radiation is 
launched into a much larger inner cladding 
of double-cladding fibre. The pump light 
propagation regime in the inner cladding is 
highly multi-modal and therefore has a high 
probability of repeatedly crossing the core 
of double-cladding fibre. Once the pump 
reaches the core it is absorbed gradually by 
dopant ions, while the signal amplification 
process is the same as in the case of core 
pumping [6].

 The key to optimal cladding-pumping 
performance is special double-clad fibre 
couplers  [7]. These couplers ensure that 
signal is coupled into the output fibre core, 
but the pump light is guided into the inner 
cladding. Regarding cladding-pumping 
couplers, there are several possible realiza-
tions, for example, free space coupling (end 
pumping), tapered fibre bundles, geometri-
cally multiplexed end-pumping, V-groove 
side pumping, shallow-angle side pumping, 
etc. For further studies, a shallow-angle 
side pumping scheme was chosen because 
of good characteristics in terms of effi-
ciency, preservation of modal properties, 
and robust construction [8].

In addition to long-distance telecom-
munication networks, fibre optic couplers 
are used in various other areas, such as opti-
cal sensors in biophotonics [9], [10], com-
bined optical coherence tomography and 
hyperspectral imaging in medicine [11], 
free-space optical communications [12], 
etc. Optimum performance of optical fibre 
amplifiers is also determined by the opti-
cal composition of optical fibres and their 
resistance to harsh environmental condi-
tions [13]–[17].

An optical fibre amplifier consists of a 
doped fibre, one or more pump lasers, a pas-
sive wavelength coupler, which is also the 
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focus of this paper, optical isolators (Bragg 
grating (FBG) or Faraday rotator), and tap 
couplers (Fig. 1). The pump light is inserted 
into the rare-earth-doped fibre through a 
wavelength selective coupler where these 
schemes can be forward pumping (co-
pumped), backwards-pumping (counter-
pumped), or bidirectional-pumping (dual-

pumped) [18], [19].
In forward pumping, the input signal 

and the pump signal propagate in the same 
direction inside the fibre; in back-pumping, 
the input signal and the pump signal propa-
gate in opposite directions. Bidirectional 
pumping is performed in both directions 
simultaneously (Fig.1).

Fig. 1. Configuration of rare-earth-doped fibre amplifier employing a bidirectional pumping scheme.

Coupling efficiency is one of the most 
significant parameters that characterises a 
coupler. Because not all of the light from the 
pumping fibre is transferred to the informa-
tion-carrying double-clad fiber. Coupling 
efficiency in fibre optics is the efficiency of 
optical power transfer between two optical 
components such as two optical fibres. Cou-
pling efficiency is usually expressed as the 
ratio of output power to input power, con-
verted to per cent [20], [21]. 

Coupling efficiency is determined 
by factors such as the optimal number of 
electromagnetic modes, the optimal angle 
between pumping and information-carrying 
fibres, etc. To the best of our attempt, no 
information was found about other studies 
performed by the COMSOL Multiphysics 
Software simulating the influence on cou-
pler performance of these parameters. 

The angle-polished method is efficient 
to connect pumping and information-car-
rying fibres. The efficiency of the coupler 
has been modelled by geometric optical 
methods analysing the light transmission in 
the core and inner cladding and the loss in 
the boundary between the inner and outer 
cladding of the double-clad fiber [22]. Mul-
timode interference improves pumping effi-
ciency through the reimaging effect to pre-
vent light from diverging when exiting the 
fibre [23], [24]. 

Therefore, in this study, the number 
of electromagnetic modes is varied to find 
out at which number of modes the coupler 
reaches the highest efficiency.

For multimode pump fibre, to calcu-
late coupling efficiency ηlat formulas [25], 
[26] could be applied. Lateral coupling effi-
ciency is given by the formula:
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	  (1) 

where n1 is the refractive index of the core, n is the medium refractive index among the 
fibres, y is the lateral displacement of the axes of the fibre core and a is the radius of the fibre 
core.

Angular coupling efficiency is given by 
the formula:

	  (2)

where Θ is the angular displacement in radi-
ans and Δ is the relative difference between 
the refractive indices of the fibre. The inser-
tion loss due to angular misalignment may 
be obtained from the angular coupling effi-
ciency in the same manner as the lateral 
misalignment loss following.

To combine multi-mode and single-
mode fibre, a more complex simulation 
technique must be used for simulations. The 
most commonly used techniques are sum-
marised below:
•	 In the effective-index method, a two-

dimensional coupler structure is con-
verted into an equivalent one-dimen-
sional slab problem [27].

•	 The step-approximation method (Burns’ 
method), where the amplitude transmis-
sion and mode conversion coefficients 
for the even and odd normal modes 
across the steps are rigorously obtained 
taking into account the phase difference 
between the two normal modes  [28], 
[29].

•	 The finite-difference beam-propagation 
method (BPM) is a widely used algorithm 
for the solution of Maxwell’s equations. 
It is applied to the eigenmode, propagat-
ing beam, and time-domain analyses of 
optical waveguides [30], [31]. 

•	 Finite Element Method (FEM) is a 
numerical technique that gives approxi-

mate solutions to differential equations 
that model problems arising in physics 
and engineering. As with the more com-
monly used finite difference schemes, the 
finite element method reduces problems 
defined in geometrical space (or domain) 
to find a solution in a finite number of 
points by subdividing the domain into 
smaller regions (a mesh) [32]. 

Further, the results of other authors who 
performed simulations similar to ours using 
the COMSOL Multiphysics software pack-
age are briefly described.

A coupling mechanism of a photo-
conductive terahertz antenna with radial 
symmetry was presented in [33]. The 
3-D simulation domain is discretized into 
approximately 1.8  million tetrahedral 
mesh elements yielding a computational 
model consisting of 2.1 million degrees of 
freedom. The cylinder (2 cm diameter, 4 
cm length) is placed such that its central 
axis lies at the centre of the gap between 
the waveguide and coupler wires. Part of 
the cylinder extends outside of the rect-
angular box, for a waveguide 15 cm long. 
The coupling efficiency of the scattering 
mechanism was 56 %–50 %.

The coupling efficiency was analysed 
[34] between the antenna and waveguide 
The excitation of gap plasmon wave-
guide (GPW) by dipole nanoantenna was 
simulated and results were compared 
with corresponding predictions obtained 
using standard antenna theory. The mini-
mum mesh size was set to 3 nm. The size 
of the computational domain was always 



7

3 μm × 3 μm × 3.5 μm. It was found that 
the use of nanoantennas could increase the 
conversion of an incident beam into a wave-
guide mode dramatically.

Non-volatile phase change materials 
(PCM) – clad silicon photonic 1  ×  2 and 
2  ×  2 switches –, which can be used for 
applications such as optical interconnects, 
neuromorphic computing, quantum com-
puting, and microwave photonics, were 
demonstrated [35]. The grid size of the 
mesh in our simulation was set at 20 nm 
in dimensions. A study was performed on 
how to improve the efficiency of the cou-
pler.

In [36], a technique for the highly 
stable and efficient generation of radially 
TM01 and azimuthally TE01 polarized 
beams using weakly-fused fibre couplers 
was investigated. Based on the above 
analysis and the simulations shown, a 
conventional telecom-grade SMF (Elliot 
Scientific, SMF-1300/1500 core/cladding 
diameter = 8.2/125 μm, NA = 0.14) was 
adiabatically pre-tapered at ∼1400  ºC to 
a radius of r ∼  38.6±0.1 μm for exciting 
the TE01 mode (NTT-AT, Japan). The 
fundamental mode in the SMF is directly 
coupled to the TM01 or TE01 mode by 
appropriately phase matching the modes 
in the fibres resulting in an efficiency of 
∼67 % and ∼85 %, and polarization purity 
of 70 % and 82 %, respectively. 

Optical waves confined within high 
refractive index regions if flanked by adja-
cent low index regions for biological event 
monitoring were studied [37]. To obtain 

converged results, a 0.2 mm maximum 
mesh size in the piezoelectric material 
region, a 0.15 mm maximum mesh size in 
the cavity, and a 1 mm mesh size in the 
Perfectly Matched Layer (PML) region 
were used. Each imagined sample was 
100  μm to quantify the extent and depth 
of optical confinement in the cylindrical 
cavity (19 mm radius, 30 mm height). The 
input beam can be optimized to match the 
NA and maximize the coupling efficiency.

In the scheme presented by [38], a 
tapered nanofibre (TNF) was evanes-
cently coupled with a substrate, allow-
ing the pump light guided in the TNF to 
generate a strong transverse optical force 
for the light-control-light effect. The mesh 
sizes of the tapered nanofiber (TNF) and 
medium were 5 nm and 50 nm. The cal-
culation space for the simulation was set  
as 7 μm × 9 μm × 60 μm and a TNF with a 
length of 60 μm was located at the centre 
of the calculation region along the z-direc-
tion.

In the study covered by this paper, based 
on data summarised in the above-men-
tioned publications, the numerical simula-
tions of side coupling injection with the aid 
of COMSOL Multiphysics were performed 
to analyse its efficiency. 

The rest of the manuscript is structured 
as follows: Section II describes the simula-
tion methodology and input parameters of 
the modelled coupler as well as the obtained 
results. Finally, Section III provides a sum-
mary of the simulated results and concludes 
the paper.

2. METHODS AND RESULTS

The design of the coupler was simu-
lated by COMSOL Multiphysics software 
using a two-dimensional model [39]. 

The 2D model was chosen as suit-

able because it required fewer computer 
resources and provided sufficient quality 
compared to the 3D model.

Electromagnetic field simulations were 
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performed using the Wave Optics Mod-
ule of the software. The workflow can be 
described by the following steps:
•	 define the geometry; 
•	 select materials; 
•	 select a suitable Wave Optics interface; 
•	 define the boundary and initial condi-

tions; 
•	 define the finite element mesh; 
•	 select a solver; 
•	 visualize the results.

To obtain characteristic values for cal-
culating the electric and magnetic fields of 
the coupler, COMSOL Multiphysics built-
in function line integration was used. This 
function evaluates a line integration value 
over the cut line in models of an electric and 
magnetic field. Line integration is expressed 
as the variable normE, which represents the 

amplitude of the electric field, and variable 
normH, which represents the amplitude of 
the magnetic field, respectively.

To describe the propagation of light in 
an optical fibre, power flow was examined 
using the time-averaged Poynting vector, 
which is the cross product of the electric 
field and the magnetic field:

	  (3)

The studied coupler (shown in Fig. 2) 
has an information-carrying fibre (A) and 
pumping fibre (B) connected at an angle 
g, and a tapered section (C). Information-
carrying fibre consists of single-mode (SM) 
core, an inner cladding, and an outer clad-
ding. The pump fibre, respectively, consists 
of a multimode (MM) core and an outer 
cladding. Simulation parameters are given 
in Table 1.

Tab. 1. Fibre Parameters Used in our Simulations

Input and output fibre Pump fibre

Purpose Diameter 
(µm)

Refractive 
index Purpose Diameter  

(µm)
Refractive 

index

SM core 5.8 1.5431 MM core 105 1.5293

SM inner  
cladding 105 1.5293 MM outside cladding 125 1.5054

SM outside 
cladding 125 1.5054

The refractive indices of the core and 
claddings of the above-mentioned fibres 
were determined from commercially avail-
able double-cladding fibre with flower-
shaped inner cladding. Scanning electron 
microscope (SEM) results of double clad-
ding fibre showed the presence of phospho-
rus in the fibre core, which increased the 
refractive index of silica, the inner cladding 
was silica without any traces of rare-earth 
or additional dopant elements, and the outer 

cladding was made of fluorine-doped silica 
to reduce the refractive index of the mate-
rial.

In our model, the length of information-
carrying optical fibre is 2.25 mm and a 
pump fibre length is 1.12 mm. The reason 
for choosing such dimensions is the trade-
off between the ability to easily monitor the 
model by software and the calculation time. 
The functional scheme of the coupler model 
is shown in Fig. 2.
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Fig. 2. Functional scheme of the coupler (information-carrying SM optical fibre (A) and pumping MM 
fibre (B) connected at an angle g, a tapered section (C), red-coloured cut lines indicate the location for line 

integration calculation).

The information-carrying  optical signal 
is modelled taking into account an expected 
optical signal power: Psign>1 mW at wave-
length λsign=1550 nm and a pumping sig-
nal with power: Ppump=3W at wavelength 
λpump=980 nm.

The finite element method (FEM) is 
mesh-dependent, which means smaller ele-
ments can provide better representation. The 
finite element mesh is used to subdivide the 
model into smaller domains called elements, 
over which a set of equations is solved. 

In our models, the mesh type was selected 

as “boundary layers”, which was character-
ised by a dense distribution of elements in the 
normal direction along specific boundaries. 
Element size parameters – maximum element 
size: 2.25 μm, minimum element size: 0.225 
μm, maximum element growth rate: 1.08, cur-
vature factor: 0.25, and resolution of narrow 
regions: 1. This is a compromise between cal-
culation quality and calculation time. 

In our initial simulation, the signal with 
Psign>1 mW at wavelength λsign=1550 nm 
was injected only in single-mode optical fibre 
(Fig. 3). 

Fig. 3. The simulation of the signal propagating through the coupler (single-mode fibre core). Colours 
correspond to the strength of the electromagnetic field. 

Fig. 4. A section of single-mode signal fibre shows an increase in intensity at the core of the fibre. Black dashed 
lines indicate fibre core diameter.
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As shown in Fig. 3, the colour of the 
core is closer to red, indicating a more 
intense signal, and the other parts are blue, 
indicating the absence of signal. Figure 4 
shows the electromagnetic field intensity 
dependence on the radial distance from the 
centre. The electromagnetic field intensity 
is represented by a red solid line, and the 
core diameter (5.8 µm) is represented by 
black dashed lines. The strongest signal is 
in the core of the fibre and a transitional 
region is observable on the border between 
core and cladding. Cut line locates at a dis-
tance of 16 ·10- 4 m from the beginning of 
the double cladding fibre (after connection 
pumping and signal fibres). Signal param-
eters in single-mode fibre do not change 
significantly as the signal propagates.

The part of the single-mode fibre that 
carries most of the light energy is larger 
than the core diameter of this fibre (Fig. 4). 
This phenomenon is called the mode field 
diameter (MFD). The MDF depends on 
the wavelength, the radius of the core, and 
the indices of refraction of the core and the 
cladding. The signal can be approximated 
by a Gaussian power distribution.

 The next step in our simulations is 
the injection of the pumping signal with 
the power Ppump=3  W at wavelength 
λpump=980 nm into a multimode fibre. 

The pump efficiency was analysed as a 
function of the connection angle between 
pumping fibre and the signal fibre at angles 
of 5°, 10°, 20° and 30°.

A 10-mode pumping signal was used. 
At an angle of 5°–10° coupler efficiency is 
about 95  %, but as the angle increases to 
20°–30° degrees, the efficiency decreases 
rapidly to 2–5  %. The model with a 10° 
angle between the signal and the pumping 
fibre (Fig. 2) is found to be optimal because 
at a smaller angle the pumping signal tends 
to propagate backwards.

The optimal coupling angle of 5º–10º 

calculated by COMSOL Multiphysics 
agrees with the angle of 10º published in 
[40], where calculations were done using 
geometric optics with a step of 0.5 º and 
proved experimentally.

The dependence of the coupler effi-
ciency on the number of modes injected 
into the double-cladding multimode pump-
ing fibre was modelled in our study.

Coupling efficiency was assumed as 
the ratio of the power near the beginning 
of multimode pumping fibre, which was 
coupled into a single-mode double-clad 
fiber, and power registered near the end of 
double-clad fiber (see red-coloured cut lines 
in Fig. 2).  The line integration function was 
used for numerical estimation.
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Fig. 5. Dependence of coupler efficiency on the 
number of electromagnetic modes.

The simulation shows the highest 
pumping efficiency with 7 electromag-
netic modes, but it should be noted that the 
results would be more representative if the 
fibres were longer, but it would take more 
time to run such simulations.

The range of 5 to 14 electromagnetic 
modes was considered the most suitable, 
with an efficiency of over 75  %, as rep-
resented in Fig. 5. For instance, for the 
50-mode model, only ~10  % pump effi-
ciency can be achieved.

The power of the high-order modes 
leaks more than the power of low-
order modes [41]–[43].
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Fig. 6. The 2-dimensional coupler model in COMSOL Multiphysics forms a 10º angle between the pumping 
and the signal-carrying fibre with one (a) and ten (b) electromagnetic modes injected in the pumping fibre.

In Fig. 6, for illustration, one (a) and 
ten (b) modes are injected into a multi-
mode pump fibre. The pump signal initially 
propagates almost parallel to the direction 
of the fibre, but entering the double-clad 
fibre starts to reflect from the outer coating. 
This pump signal propagation behaviour 
remains true in models with different num-
ber of modes which were calculated but not 
featured in this article.

In the research [44], the coupling effi-
ciency as a function of the number of pump-
ing modes was analysed using experimental 

data and Finite Difference Beam Propaga-
tion Method (FD-BPM) simulations. Pro-
nounced peaks corresponding to 3 and 10 
modes were observed, corresponding to 
multimode fibres with radii of 52.5 and 
92.5 μm, respectively. That means the simu-
lation model works correctly and our results 
are close to the already validated results. 
Note that recent overview of the current 
status of fibre-based multimode interfer-
ence (MMI) devices with a particular focus 
on optical fibre-based sensing applications 
was presented in [45].

3. CONCLUSIONS

In this paper, an overview of couplers 
as an important component of amplifiers 
in optical communications networks was 
presented and useful results from the litera-
ture for coupler modelling with COMSOL 
Multiphysics software package were sum-
marised.

A successful two-dimensional model 
simulating electric and magnetic fields in 
coupler with COMSOL Multiphysics soft-
ware was developed, which showed that the 
optimum number of pumping modes lied 
in the range of 5 to 14 modes, which was 
similar to the previously reported results 
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but obtained by different methods.
The developed simulation methodology 

is an important step forward in the stud-
ies of optical couplers using the COMSOL 
Multiphysics environment. However, to test 
our simulation results experimentally the 

mode-filtering technique has to be applied. 
To accurately distinguish leakage from 
uncontrolled backward propagation addi-
tional experiments using FBG or Faraday 
rotation filters could be applied.
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The research is devoted to the elaboration of the wear part contact estimation using 3D sur-
face texture parameters defined in the standard ISO 25178-2:2012 for contact (it is known that 
elastic contact gives less wear rate) area, friction, and wear rate determination. In our research, 
the sphere and random flat surface model was used, where the height of surface asperities h(x, 
y) had a normal probability distribution. As a result of research, the equations for estimation 
of the elastic contact  area were derived and, we obtained conditions at which it was possible 
to use equations for flat random surfaces. The results of this study could have wide practical 
application, for example, in design, choosing the geometrical and physical-mechanical param-
eters of the parts, calculation of real stresses, wear rate and life time of contact parts, etc.
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1. INTRODUCTION

The paper presents a calculation of the 
contact between a smooth sphere and a flat 
rough surface, where the case when two-
plane contact theory can be used under cer-
tain conditions is considered. Contact parts 
can be defined as a sphere that is consid-
ered to be absolutely rigid, and its surface 
is smooth (arithmetic mean of the absolute 
height Sa <0.01 μm) and the contact pair 
has a flat rough surface with a defined Sa 
value; a flat surface can be defined as iso-
tropic, elastic surface. 

This type of contact is used in measur-

ing instruments, sinus mechanisms, pin-on-
disc type tribometer, etc. Similar calcula-
tions of sphere and plane contact are also 
considered in several works [1]–[7], where 
surface contact is defined as elastic, plas-
tic, and elastic-plastic [8]. Finite element 
modelling methodology and fractal surface 
modelling are often used for contact mod-
elling and calculations [9]. Sometimes, the 
surface contact area calculation does not 
take into account the texture parameters, 
which affects the accuracy of the contact 
area determination.
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2. ANALYTICAL CALCULATION

The contact problem of an elastic 
sphere with the plane is solved in the classi-
cal theory of elasticity without considering 
the roughness of real bodies in mechanical 
engineering. The contact problem solv-
ing, taking into account the roughness, was 
examined in the research [4].  However, the 
numerical methods proposed in [4] do not 
give the analytical expressions for calcula-
tion of the real contact area, etc.

This study is devoted to the elabora-
tion of a new methodology for the wear part 
contact estimation using 3D texture param-
eters. 

The surface machined by abrasive 
instruments (grinding, polishing, honing, 
wearing, etc.)  has an irregular surface tex-
ture, which can be described by a random 
function. The irregular surface is expressed 
by random field h(x,y) of two variables x 
and y, which are Cartesian coordinates of 
the surface point, where the height of sur-
face asperity h(x,y) has a normal probability 
distribution.

Fig. 1. Smooth sphere and rough flat surface contact.  

The contact given in Fig. 1, the length 
of which is 2L, is formed by a rough flat 
surface Zr (x; y) and a sphere Zs (x, y). The 
rough flat surface Zr (x, y) is a random func-
tion described by a two-dimensional normal 
random field with parameter Sq. In turn, Zs 
(x, y) is a deterministic function that deter-
mines the surface area of a sphere segment. 
R is a radius of the sphere, here it is assumed 
that the sphere is non-deformable or abso-
lutely hard and perfectly smooth; h (x; y) – 
the height of flat surface roughness with 
coordinates x, y; m-m – the level of the mid-
dle plane of the rough surface; L – a radius 
of the contact area; t(c) – a smooth sphere 
and rough plane contact support line; Ssp.i – 
a real contact area of the i-th roughness 
asperity at the level c,            

Contact between these two surfaces is 
formed, if       

Zr(x,y)>Zs(x,y)+c,	  (1)

where c – a deformation level, subtracted 
from the mean plane of the rough surface 
(m-m).

   To determine the contact area of these 
surfaces, we will first analyse the surface 
cross-sectional area, the area formed by the 
surfaces overlapping each other without 
deformation. The section of such area along 
the x-axis is denoted in Fig. 1 by t(c).

   If the contact of these surfaces is 
homogeneous, i.e., in all sections through 
the vertical axis z it is identical, and their 
slice analysis can replace the contact analy-
sis for the two surfaces:

Zr(x) > Zs(x)+c .	  (2)

The distribution density of the random 
function Zr in the case of a normal field is:
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	  (3)

which is an average value, the expression of 
the determined function Zs against the level 
c can be found using simple geometric rela-
tions (see Fig. 2).

Fig. 2. Sphere segment calculation.

According to the Pythagorean theorem,  

	  (4)

From this equation, 

 	  (5)

Using inequality (2), 

the length of the slice t(c) in the contact 
zone 2L can be determined as the difference 
between the components of the random 
variable and the constant function:

	  (6)

The first integral I1 determines the well-
known roughness support length:

	  (7)

where ξ (Zr, c) is a random variable with 
only two values:

then 

 ,	 (8)

where 
E {…} – a symbol of mathematical expected value;
P {…} – a probability symbol.
   

The second integral I2 represents a constant function. It is normalized to the sphere radius R:

	 (9)                                      

The second part of integral I2 is not 
expressed in elementary functions. There-

fore, we calculate it approximately as the 
area of a rectangle because the subintegral 
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function at the used R, L values is close to 
the rectangle:

    (10)

Inserting formulas (8), (9), (10) in 

expression (6), we obtain 

 (11)

Introducing the concept of relative sup-
port length, which is well known in the the-
ory of surface contact [10], 

 (12)                                                                            

where  – a relative section level;

 – relative support length (for section).

The resulting formula (12) consists 
of two parts. The first corresponds to the 
contact of two planes, but the second part 
shows the effect of the sphere on the con-
tact. A specific area value can be determined 
at specific L, R, and γ values. The value of 
contact length L is not defined in formula 
(12). Its value in the first approximation can 
be determined using the maximum value of 
the roughness profile ξmax [10]:  

 (13)

where ξmax = St / Sq; St – maximum rough-
ness height; n (0) – a number of profile 
zeros per unit of track length.

If  E {ξmax} = 3 and the sphere intersects the 
roughness at this point, we obtain from (13)

 (14)

3. EXPERIMENTAL CALCULATION

Smooth sphere and rough flat surface 
contact. We understand a smooth surface 
as an absolutely hard and ideal smooth sur-
face, although in practice, an ideal surface 
is rare, such an assumption nevertheless 
makes it easier in many cases to solve the 
contact problems of rough surfaces.

Figure 1 shows the two states of the 
contacting sphere, the initial state of the 
1-1 sphere and the 2-2 state occupied by 
the sphere after the roughness deforma-
tion.  According to the given contact model, 
it is necessary to perform calculations of 
the actual contact area or roughness defor-

mation. Such attempts have been made in 
[4]–[9], but complex equations have been 
obtained. Let us look at the possibility of 
simplifying this scheme. First, we consider 
the overlap of geometric surfaces of contact 
parts, which is analysed with the help of 
computer simulation. The idea of this simu-
lation is shown in Figs. 2 and 3. It should 
be noted that Figs. 2 and 3 give a schematic 
representation of the rough surface for clar-
ity, but the real contact simulation includes 
the actual nature of the roughness with the 
correct roughness step parameters.  
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Fig. 3. Smooth sphere and smooth plane  
contact with a rough plane 

.

Figure 3 shows the overlap of a smooth 
sphere and a smooth plane with a rough 
plane. The left side of the figure shows the 
contact levels in Sq units (Sq – the mean 
square value of the rough plane).

Fig. 4. Smooth sphere and smooth plane contact 
with one asperity.

In turn, Fig. 4 shows the contact of a 
smooth sphere and a smooth plane with one 
surface roughness ridge. The contact of the 
sphere with the cam occurs along the area 
Ssp.i. , and the plane contacts the cam with the 
area Spl.i. .The task of the given model is to 
position the plane so that both contact areas 

Spl and Ssp are close, where Ssp, Spl is the sum 
of the plane contact intersections over the 
entire contact area. Using computer simula-
tion of contact (using a drawing software), 
it was found that when the vertex of the 
sphere reached the rough plane, the level of 
surface roughness 1 Sq would be deducted 
from the centerline. 

The plane should be at the level of 2Sq 
(see Fig. 3). After the computer simulation, 
the values of smooth planes and smooth 
spheres for the contact cuts were found. At 
the roughness Sa parameters of 0.128–0.183 
µm, 0.563–0.623 µm and 0.678–0.695 µm, 
the contact area of the sphere and the rough 
plane differed from the smooth plane con-
tact by no more than 10 %.

The illustrated scheme of part over-
lap with the computer simulation method 
shows that under certain conditions, the 
sphere-plane contact can be replaced by a 
two-plane contact calculation methodology.

4. CONCLUSIONS

The relative support area of an ideal 
sphere, the rough plane, is smaller than the 
support area of the ideal plane, the rough 
plane. Although the support length formula 
(12) is obtained with several assumptions, 
in principle, it gives a correct result if, in 
this formula R → ∞, which corresponds 
to the contact of two planes. Formula (12) 

gives: ηsec (γ) = 1-ϕ (γ). The latter relation 
describes the relative support area of two 
planar surfaces [10]. At the same time, this 
relationship confirms the results of com-
puter simulation obtained in the research: 
under certain conditions, the contact of the 
sphere plane can be determined by the rela-
tionship of the contact of two planes.
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This review article covers the topics of evaluation and experimental determination of oxy-
gen mass transfer coefficients (kLa) for their application in characterising bioreactors and fer-
mentations processes. The article provides a comparison of different experimental approaches 
for determining kLa in bioreactors. Additionally, the influence of bioreactor design and fer-
mentation parameters on kLa is discussed. The aim of the article is to provide useful informa-
tion regarding the approaches for selecting bioreactors and their working regimes to achieve 
optimal fermentation results.  
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1. INTRODUCTION

In aerobic microorganism cultivation 
processes, it is necessary to supply nutrients 
and oxygen to the microorganism cells. The 
oxygen supply to the cells is more prob-
lematic because usually oxygen solubil-
ity is significantly lower compared to glu-
cose and other components of the nutrient 
media. Oxygen is supplied to the cells by 
air bubbles, which are introduced into the 
bioreactor through a sparger or through the 
headspace. These bubbles are dispersed by 

mixing. The latter is necessary to supply the 
oxygen to the cells with sufficient intensity. 
Insufficient oxygen supply is often the rea-
son for not reaching the required biomass 
concentrations. To ensure sufficient inten-
sity of oxygen supply, the bioreactor must 
be properly designed and the appropriate 
mixing and aeration modes must be pro-
vided. The kLa parameter is used to charac-
terise the oxygen mass transfer.
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2. GENERAL PRINCIPLE OF kLa

Basically, the volumetric oxygen mass 
transfer coefficient kLa is the parameter that 
controls the rate of how oxygen makes a 
transition from the gas phase to the liquid 
phase. kLa shows numerically how effi-
ciently oxygen, which is introduced through 
a sparger in the vessel, is dissipated and dis-
tributed in the medium by the mixer.

The notion of kLa arises from the two-
film theory, which postulates that the mass 
transfer between two phases takes place 
through a boundary layer, between those 

two phases (see Fig. 1).
The rate of diffusion of a component 

between phases is dependent on the mass 
transfer coefficient, for liquids this coef-
ficient often is written as kL. The overall 
rate of mass transfer between two phases 
apart from kL is also dependent on the con-
tact area between those two phases, often 
termed a. When we combine the two, we 
get our volumetric oxygen mass transfer 
coefficient kLa.

Fig. 1. Gas–liquid oxygen mass transfer according to the two-film theory.

Another important aspect of kLa can be 
described using the following equation:

	 (1)

where
 – the saturated dissolved oxygen concen-

tration;
 – the current concentration of dissolved 

oxygen in the media.

This equation shows that the rate of 
oxygen concentration change in the liquid 
medium is dependent on kLa and the difference 
between the current (CL) and maximal pos-
sible (or sometimes termed equilibrium C*) 

oxygen concentrations. Simultaneously, the 
rate of the oxygen concentration change is 
equal to the difference between the oxy-
gen transfer rate to the cultivation medium 
(OTR) and the oxygen uptake rate (OUR). 
If the OTR is higher than the OUR term, 
the medium will inevitably get saturated by 
oxygen until reaching the equilibrium con-
centration. On the other hand, if we observe 
a completely different situation, where the 
OUR term is larger than OTR, the oxygen 
concentration will fall below a required 
level, which would be unsuitable for sup-
porting microorganism growth. Both situa-
tions are unfavourable due to the fact that 
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most often a specific organism requires a 
certain concentration of oxygen to be main-
tained; too high oxygen concentrations can 
lead to a completely different fermentation 
paths, while too low oxygen concentrations 
can lead to biomass growth and/or target 
product secretion inhibition. 

As a result, one of the most widely used 
means of controlling the dissolved oxygen 
concentration is the regulation of the mix-
ing intensity during fermentations (dis-
solved oxygen concentration can also be 
controlled by airflow, oxygen enrichment, 
overpressure, substrate feeding). 

3. EVALUATION POSSIBILITIES OF kLa

The evaluation of kLa is important for 
the selection of a bioreactor for a particu-
lar cultivation process. The latter is critical 
for pilot and industrial scale applications 
because at a laboratory scale bioreactors 
usually easier achieve the necessary oxygen 
transfer rates.  Often, based on the cultiva-
tion results in a laboratory scale system, 
pilot and/or industrial scale bioreactors are 
selected. It is more convenient to start kLa 
evaluations by using theoretical calculation 
equations. However, the following factors 
can limit the applicability of theoretical kLa 
calculations:

1.	 The chemical composition of the 
applied medium differs in principle;

2.	 The applicability of a particular kLa 
empirical equation depends on the lim-
its of the parameters at which it was 
developed.

The applicability of experimental kLa 
determination methods is narrowed in the 
following cases:
1.	 The existing kLa formulas are not appli-

cable to the selected bioreactors design;
2.	 The necessity to evaluate kLa in real fer-

mentation processes.

Theoretical Evaluation of kLa

One of the most referred methods of 
correlating kLa with different bioreactor 
working modes is the empirical correlation 
proposed by Van’t Riet in 1979 [1]. He pro-
posed to correlate the volumetric oxygen 
mass transfer coefficient in a stirred-tank 
bioreactor with the specific power input and 
superficial gas velocity. 

 (2)

where
Pg – aerated power input, W/m3;
V – working volume, m3; 
vg – superficial gas velocity, m/s.

 (3)

where 
Q – an air flow rate, m3/s;     
S – a cross-section area in diameter plane, 

, where D – diameter of the 
vessel.
C, α, β – empirical constants, which incor-
porate the geometry of the vessel (mixer 
rotors, baffles, other parts), and according 
to Van’t Riet the mentioned coefficients are 
estimated as follows: C=0.026, α=0.4 and 
β=0.5 [1].

This formula was developed based on 
data for pure water, the volume of applied 
reactors reaches 2600 litres and specific 
power inputs can be in the range of 500– 
10 000 W/m3. 
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Although the correlation proposed by 
Van’t Riet was quite adequate in predict-
ing kLa over a broad range of specific power 
input values, scientists soon began to real-
ize that another term should be added to this 
equation. The remaining term was viscosity 
µ, so the modern modification of the origi-
nal Van’t Riets equation looks like this [2]:

 (4)

where
µ – dynamic viscosity, Pa·s.

To determine Pg, first, it is necessary to 
calculate the power input by the mixer P in 
ungassed conditions (without introducing 
gasses into the media):

 (5)

where
KN – power number (Newton`s number) of 
the mixer;
ρ – density of liquid media, kg/m3 ;
d – diameter of mixer rotor, m;
N – coefficient that depends on the number 
and mutual location of mixer rotors.  

There are limited data and correla-
tions, which can be used for precise cal-
culation of N. In principle, if the distance 
between mixers L is more than 2d, then 

N can be assumed equal to the number of 
rotors installed on the mixer because in 
this case the interaction between rotors is 
negligible [3]. 

 (6)

where 
L – distance between mixers, m.

If this distance is less, then N will 
decrease depending on the interaction 
between mixer rotors.

There are different equations, which 
describe the relation of Pg /P. To select the 
most appropriate one for a particular case, 
it is necessary to study the parameters of 
the applied system and the defined ranges, 
for which a particular empirical correlation 
is applicable. The following equation was 
derived based on the experimental data from 
0.4 –7 m diameter vessels equipped with  
≤ 3 stage standard Rushton turbines [4]:

 (7)

where 
the constant A depends on the number of 
mixers: 
1 mixer: A = 750;
2 mixers: A = 490;
3 mixers: A = 375.

4. THE EXAMPLE OF kLa CALCULATION

The task is to evaluate kLa in a bioreac-
tor with the following design and operation 
parameters: working volume – 2000 litres; 
bioreactor diameter (D) – 1 m; mixer rotor 
diameter (d) – 350 mm; number of rotors – 
2; distance between rotors – 720 mm; the 
applied rotors are standard Rushton tur-
bines with a power number (KN) – 7. The 
bioreactor maximal operation parameters: 

mixer rotation speed n = 300 rpm; airflow 
rate Q = 1200 L/min. 

First, it is necessary to convert all values ​​
into SI:

N = 300/60 = 5 rps;
Q =1200x10-3 /60 = 0.02 m3/s;
V = 2000 L = 2 m3;
D = 350 mm = 0.35 m.
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Distance between both mixer rotors is 2d, and according to Eq. (6): 

N = 2. 

The ungassed power input P can be calculated using Eq. (5): 

P = 7 · 2 · 103 · 53 · 0.355 = 7 · 2 · 103 · 125 · 5.25 · 103 = 9187.5 W. 

The cross-sectional area S of the bioreactor is:

S = 3.14 · 12/4 = 0.785 m2. 

The superficial gas velocity is:

vg = Q / S = 0.02 / 0.785 = 0.025 m/s.

Now according to Eq. (7), the maximum gassed power input can be calculated as follows: 

To determine kLa, the obtained values are used in Eq. (2):

Experimental Determination Methods of kLa

The most popular experimental deter-
mination methods of kLa are as follows:
•	 The sulphite oxidation method;
•	 The static gassing-out method;
•	 The dynamic gassing-out method;
•	 Oxygen balance method.

The sulphite oxidation was the first 
applied method for kLa determination [5]. 
It is based on the determination of oxygen 
transfer rates in aerated vessels by the oxi-
dation of a sodium sulphite solution:

Na2S03 + 0.502 = Na2S04.

The rate of reaction is such that as oxy-
gen enters the solution it is immediately 
consumed in the oxidation reaction of sul-
phite, so that the sulphite oxidation rate is 
equivalent to OTR. The dissolved oxygen 
concentration, for all practical purposes, 
will be zero and kLa may then be calculated 
using the following equation:

 (8)

During the experiment, chemical mea-
surements of the sulphite solution are car-
ried out during solution agitation at dif-
ferent mixer rotation speeds and air flow 
rates in fixed time intervals. This is usually 
done by titrating the solution with thiosul-
phate. In this way, a graphical relationship 
is obtained between the amount of thiosul-
fate and time. The graph has a trend with a 
linear characteristic, where the slope of the 
line is equal to OTR. 

The method is rather simple, but it is 
time consuming and relatively inaccurate. 
This method is almost no longer used today. 

One of the most widely used experi-
mental methods for kLa evaluation is the 
static gassing-out method [6]. When using 
this method, the medium inside the vessel 
first is stripped from oxygen. This can be 
done by introducing a second soluble gas 
(nitrogen is most commonly used). After 
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the oxygen level in the medium stabilizes at 
zero, or somewhat close to a zero value, the 
supply of nitrogen is switched off. Next, air 
is introduced into the medium at a constant 
flow rate, and then the increase in dissolved 
oxygen concentration is monitored, which 
can be described by the following equation: 

 (9)

Integration of Eq. (9) yields:

 (10)

Thus, a plot of against time will yield a 
straight line of slope , as shown in Fig. 2. 

Fig. 2. Graph of ln(C*-CL) vs. experiment  
time (for determining kLa).

The static gassing-out method is quite 
easy to perform although multiple aspects 
have to be taken into account in order to 
obtain precise kLa data: the response delay 
of the probe, which is used for oxygen mea-
surements, and temperature/pressure con-
trol during the experiment.

Considering the case of the dynamic 
gassing-out method, it is quite similar to 
the static method, although it has a cou-
ple of advantages [7]. Using the dynamic 
method, it is possible to determine the volu-
metric oxygen mass transfer coefficient dur-
ing fermentation processes. This is done by 
ceasing the aeration (point A in Fig. 3) until 
the oxygen concentration reaches a critical 
point (point B in Fig.3). After that, the aera-
tion is restored (point B in Fig.3) and DO 
level vs. time data is gathered. 

Fig. 3. Dynamic gassing-out experiment  
time dependent process data. 

The transition of oxygen from the gas to 
the liquid phase is described by the follow-
ing equation [2]:

	 (11)

where
Co – dissolved oxygen concentration before 
restarting the aeration (see point B in Fig. 
3); 
C – dissolved oxygen concentration at time 
t (within the line segment BC).

Performing DO measurements and 
using the obtained data ​​in Eq. (7), the fol-
lowing graph (see Fig. 4) is created:

	  (12)

where the slope of this graph is - kLa.

Fig. 4. Graphical function to determine kLa 
according to Eq. (11).

The oxygen balance method is consid-
ered more precise than the two previously 
mentioned approaches for kLa determina-
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tion because the response delay of the DO 
measurement probe can be neglected [8]. 
The principle behind the oxygen balance 
method is the application of gas analysers 
to determine the oxygen concentration in 
the gas phase, thus obtaining information 
on the amount of oxygen that is being sup-
plied to the fermentation medium, up-taken 
by the microorganisms and ejected into the 
exhaust line. At a steady state, when the 
concentration of oxygen in the medium is 
maintained constant, the oxygen transfer 
rate (OTR) is equal to the oxygen uptake 
rate (OUR). By constructing an oxygen 
mass balance for this particular state, we 
can determine the kLa coefficient:

OTR = OUR.	  (13)

 (14)

where
QO2 IN and QO2 OUT are inlet and outlet  

oxygen volumetric flow rates.

 (15)

where
 – a volumetric oxygen uptake rate,

V – volume of fermentation or model media.

At a steady state, the rate at which oxy-
gen transfers from the gas phase to the liq-
uid phase is equal to the rate of consump-
tion of the oxygen by microorganisms:

 (16)

Combining Eqs. (9)–(12), the equation 
for determining kLa is obtained:

 (17)

Although the method gives quite precise 
estimates of the volumetric oxygen mass 
transfer coefficient, it is significantly more 
expensive to perform, taking into account 
that gas analysers are required.

5. THE INFLUENCE OF THE BIOREACTOR DESIGN ON kLa

Equation (2) shows the influence of 
specific power input and aeration (super-
ficial gas velocity) on kLa. The mentioned 

equation does not encompass the effect of 
mixer rotor design on the mass transfer rate. 

Mixer Rotor Design

The mixer rotors have to ensure both 
bulk mixing and dispersion of gas bubbles 
in the medium. For example, if two axial 
mixers (for example, pitched-blade impel-
lers) are installed in the bioreactor, then 
bulk mixing in the whole volume will be 
ensured, but dispersion of gas bubbles most 
likely will not be optimal. If gas flow rates 
are high, but dispersing is not effective, 

then, for example, such an unfavourable 
effect as impeller flooding can appear which 
drastically decreases the OTR. To intensify 
gas bubble dispersion, one possible solution 
could be the installation of a primary rotor 
(in the bottom part of the vessel) with good 
gas dispersing properties (e.g., SCABA, 
Rushton etc.).

Sparger Design

The sparger design determines the bub-
ble size and their distribution in bioreactor 

volume. Theoretically, if the bubble size 
is smaller, then kLa must be higher due to 
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an increase in a (contact area between the 
gas and liquid phases). However, smaller 
bubbles also pose a negative effect on oxy-
gen mass transfer. It should be taken into 
account that small enough bubbles begin to 
express rigid body properties. The bubbles 
behave like a rigid sphere with less internal 
recirculation, so that oxygen gas molecules 
within the bubble do not reach the surface. 

If the bubble diameter is small, the bubble 
rise velocity will also be small.  As a result, 
smaller bubbles contain a smaller quan-
tity of oxygen, which would be transferred 
quickly. According to the literature data, 
the optimal size of the bubble is about 2–3 
mm [9], and this must be taken into consid-
eration when selecting the appropriate gas 
sparger.

6. THE CORRELATION OF KLA AND CELL  
GROWTH RATE DURING CULTIVATION

By determining kLa theoretically or 
experimentally in model media, an obvi-
ously assumption is that higher kLa will 
ensure higher biomass growth rates. How-
ever, in real applications different phenom-
ena can manifest, which can negatively 
affect the process performance depending 
on applied mixing and aeration regimes. In 

such cases, theoretically ‘better’ bioreactor 
designs will not always guarantee higher 
biomass growth rates at higher predeter-
mined kLa values.

The following phenomena can poten-
tially drive the deviations of the predicted 
vs. real biomass growth rate in respect to 
kLa:

6.1. Rheological Properties of the Fermentation Media  

If the viscosity of the cultivation media 
and the related parameters (for example, 
pseudo plasticity) increases during the pro-
cess, the distribution of the introduced mix-
ing energy in the reactor volume changes. 
For example, in the case of relatively small 
viscosities, most effective mixing will be 
achieved using standard Rushton turbines. 
However, at higher viscosities, other mixer 

rotor designs will be more suitable. The lat-
ter can be explained by the fact that Rush-
ton turbines generate pronounced locally 
intense flux zones and the agitation energy 
value falls lower faster near the reactor 
walls at higher viscosities. As a result, the 
decrease of OTR using standard Rushton 
turbines can be more pronounced in this 
case. 

6.2. The Morphological Changes of Microorganisms by Mixing

Some types of microorganism cells are 
sensitive to intense mixing. This regards, 
for example, to mammalian and plant 
cells, mycelial microorganisms and algae 
cultures. Too intense mixing can induce 
changes to the cell morphology, resulting 
in a decrease in a growth rate. However, 
a decrease in the mentioned growth rate is 
attributed to a decrease in OUR. In such 

cases, mixers and their operating modes 
must be selected, which do not yet induce 
critical shear stresses to the cells. For shear 
sensitive cultures, standard Rushton tur-
bines are usually not the best choice. In 
such cases, the use of shear sensitive mix-
ers, such as pitched-blade impellers, propel-
lers or similar are recommended.
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6.3. Foaming 

The high degree of aeration and agita-
tion required in fermentations frequently 
gives rise to the undesirable phenomenon 
of foam formation. The presence of foam 
may also have an adverse effect on OTR. 
On the other hand, all antifoams are surfac-
tants and are expected to have some effect 

on OTR. Antifoams tend to decrease OTR; 
it also causes a collapse of bubbles in foam 
but they may favour the coalescence of 
bubbles with the liquid phase, resulting in 
larger bubbles with a reduced surface area 
to volume ratio and hence a reduced OTR.

7. OXYGEN UPTAKE RATE

During biomass growth, the microor-
ganism oxygen demand increases. This 
demand is characterised by the volumet-
ric oxygen uptake rate OUR, which is 
described by the term:

 (18)

where 
QO2 – a specific oxygen uptake rate (mmoles 
O2/g biomass, h-1);
X – biomass concentration, g/L.

QO2 depends on the microorganism 
strain and applied substrate. Table 1 sum-
marises the specific oxygen uptake rates 
QO2 for different microorganisms and sub-
strates [10].

Table 1. Examples of the Specific Oxygen Uptake Rate for Different Microorganism Strains

Type of microbial culture Carbon source QO2, (mmol/g·h)
Aspergillus niger Glucose 1.6
Beneckea natriegens n-Propanol 12
Penicillium chrysogenum Lactose 1.2
Saccharomyces cerevisiae Ethanol 10
Streptomyces aureofaciens Corn starch 7.0
Streptomyces coelicolor Glucose 7.4
Streptomyces griseus Meat extract 4.1
Xanthomonas campestris Glucose 4.5

The task of the bioreactor is to ensure 
the supply of oxygen to the cells until no 
other growth limiting factors come into 
play. This characterises the volumetric oxy-
gen transfer rate:

 (19)

where the designations are according to  
Eq. (1).

This means that until OTR > OUR, the 
growth of microorganisms will continue. If 
the OTR value is higher, then higher bio-
mass yields will be possible to achieve. By 
analysing Eq. (19), it can be seen that OTR 
will be proportional to kLa and (C* - CL). 
By applying Eq. (19), it is necessary to take 
into account the cell specific oxygen con-
sumption QO2 dependence on CL.   When CL 
is less than Ccrit, QO2 decreases (see Fig. 5). 
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Fig. 5. Relation between the specific oxygen 
consumption QO2 and dissolved oxygen 

concentration CL.

Ccrit can differ depending on microor-
ganism strain and process conditions. Often 
Ccrit is about 10–20  % of the equilibrium 
oxygen concentration C*. C* typically var-
ies in the range of 6–9 mg/l.

Knowing kLa, C* and Ccrit, the maxi-
mum achieved biomass concentration (or 
in this case called critical biomass concen-
tration Xcrit) can be determined. If we know 

biomass concentration Xmax that must be 
achieved in a certain cultivation process, 
then the necessary kLa of the bioreactor can 
be evaluated by maximal operating values 
of mixer rotation speed n and gas flow rate 
Q (if another limiting factor does not comes 
into play).

Taking into account the above-men-
tioned information, it can be concluded that 
the maximal biomass concentration will be 
achieved, if OTR = OUR and CL = Ccrit.

 (20)

and from Eq. (20) follows that: 

 (21)

The biomass concentration calculated 
by Eq. (21) is a theoretical maximum and it 
will be achieved only if all other cultivation 
conditions are maintained optimal.

The Calculation Example Using Equations of OUR

A strain of Streptomyces coelicolor is 
cultivated in a 2000 liter bioreactor accord-
ing to the example mentioned above using 
glucose as the substrate. Equilibrium oxy-

gen concentrations C* is 8 mg/L. Ccrit is 20 % 
of C*. 

What maximal biomass concentration 
can be achieved in this case?

Let us assume that Xmax = Xcrit. First, all parameters are to be defined in SI units:

kLa = 0.074 s-1;

C* = 8 mg/L; (mg/L = 10 [kg/106mg] / 1 [m3/103 L] = 103/106 = 10-3  kg/m3); = 8 · 10-3  kg/m3;

Ccrit = 0.2 · 8= 1.6 · 10-3 kg/m3.

QO2 according to the table seen above for S. coelicolor is 7.4 mmol/g·h. 

1 mol O2 = 32 g O2; 1mmol O2 = 32 · 10-3 g O2 ; 1mmol O2  = 32 · 10-6 O2  kg;   

1 g=10-3 kg; 1h=3.6 · 103 s; 

QO2 = 7.4 mmol/g·h = (7.4 · 32 · 10-6 )/(10-3  · 3.6 · 103 ) = 65.8 x 10-6  kg/kg·s;

Xcrit = (0.074· (8-1.6) · 10-3)/(65.8 · 10-6) = 7.2 kg/m3  = 7.2 g/L. 
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This means that the maximal biomass 
concentration of 7.2  g/L can be achieved 

during Streptomyces coelicolor cultivations 
in the defined bioreactor.

8. CONCLUSIONS

From the information presented above, 
the following conclusion can be drawn 
regarding kLa as a bioreactor efficiency 
parameter:
1.	 The theoretical calculation equations 

of kLa with satisfactory accuracy are 
applicable to popular mixer rotor types 
(Rushton turbine, pitched-blades, etc.) 
and for bioreactor volumes of up to 
3000 liters.

2.	 Experimental methods are labour-inten-
sive, but if the mixing system consists 
of different or not widely applied mixer 
rotors, then it is recommended to deter-
mine kLa experimentally for scale-up 
purposes.

3.	 Using experimental methods, it is pos-
sible to determine kLa during running 
cultivation processes (dynamic gassing-

out and oxygen balance methods).
4.	 The determined kLa usually correlates 

sufficiently with the growth of biomass 
during the cultivation process, as long 
as it is not significantly affected by cul-
tivation-related phenomena (rheology, 
morphology, foaming). 

5.	 Oxygen uptake rate differs for different 
cultivation processes depending on the 
microorganism type and applied carbon 
source. This means that when selecting 
the scale-up bioreactor and its param-
eters for a particular process, it is desir-
able to know QO2 of the applied micro-
organism strain. The latter will dictate 
what kLa bioreactor should be chosen 
to provide sufficient OTR for obtaining 
targeted biomass/product yields. 
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With an emphasis on the visual appearance of buildings, surface and internal gas pipelines 
are being built into structures and walls, which can affect system serviceability and occupant 
safety. When placing gas pipelines in a closed room (shafts, ducts, facade structures, etc.) 
there is a risk that in case of leakage, natural gas will accumulate in the room, which together 
with the ambient air, within the specified concentration limits, forms an explosive mixture. 
The present paper analyses the built-in internal gas pipeline systems, their installation norms, 
operation and maintenance problems in different types of buildings. It is shown that require-
ments do not cover all possible gas pipeline installation options. The analysis of the gas supply 
system operator shows that non-compliance with the applicable norms has been identified in 
every third of the 400,000 gas consumers in Latvia in the surface and internal gas pipeline 
system. To improve and develop safety requirements, it is planned to perform an experiment 
that is described in detail in this paper. Pre-experimental calculations are made to set reference 
points in the study and find the main influencing parameters on gas leakage process.

Keywords: Building, explosion hazard, gas pipeline system, installation, installation of 
structures, internal system, natural gas, operation, safety.
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1. INTRODUCTION

Natural gas (CH4) is a highly flam-
mable combustible substance. If the neces-
sary safety measures are not observed and 
it reaches a concentration of 5–15 %, it can 
cause an explosion. Nevertheless, natural 
gas systems have crashes around the world 
every year [1]. As a result of gas leaks or 
explosions, people suffer and die. The city 
of Jelgava experienced a severe tragedy 50 

years ago with a natural gas leak. 41 people, 
including 14 children, died due to natural 
gas explosion in the basement of a residen-
tial building. The summary of the number 
of natural gas leaks prevented by the Emer-
gency Service of the Latvian Natural gas 
Distributing System Operator (DSO) for 
2019 is provided in Fig. 1 [2]. 

Fig. 1. The number of leaks prevented by the Emergency Service in 2019.

Figure 1 shows that a majority or 71 % 
of leaks occur in internal (and related) gas 
pipeline systems. Similar situation has been 
observed in previous years. Statistics shows 
that the internal gas pipeline system and 
its units are most safety risk zones. As it is 
described in Section 3, internal pipelines 
are hidden inside construction elements that 
create a barrier for leakage early detection. 
This problem can also be relevant for built-
in HVAC system, for example, the use of 
panels with a built-in air duct in construc-
tion [3]. The authors believe that construc-
tion regulatory bodies shall consider these 
cases of internal gas pipeline installation. 
Analysing the existing studies on similar 
issues, e.g., [4]–[7], it was found that there 

were no simulations performed on natural 
gas leakage from pipeline installed inside 
construction elements. Considering the 
safety of construction and internal utilities, 
it is necessary to take into account their 
negative impact on energy efficiency [8]. 
The present study consists of the Latvian 
construction regulatory analysis, pipeline 
installation statistical analysis in Latvia, 
planning and performing an experiment, 
result analysis and recommendations. In 
this paper, we cover pre-experimental 
phases of the study. It should be noted than 
prolonged interruption in energy supply due 
to the repair work may require installation 
of addition temporary energy sources [9], 
which may cause extra costs.

2. REGULATORY ANALYSIS

Construction of natural gas supply engi-
neering network systems in Latvia belongs 

to the regulated sphere, and it can be per-
formed by (1) a construction organisation – 
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designers who have a construction merchant 
registration certificate issued by the Minis-
try of Economics of the Republic of Latvia 
(LR); (2) trained, certified and certified gas 
engineers – designers. There should be the 
information base and equipment required 
for the performance of design work; the 
activity is civilly insured. The information 
base includes relevant regulatory docu-
ments, building regulations, standards, cal-
culation methodologies, manuals, catalogs, 
and other materials. Project solutions must 
be ensured by the Latvian Building Code 
(LBC) 006-00 “Essential Requirements for 
Structures”, as well as the requirements of 
mandatory regulations, construction norms 
and standards. Solutions must be based on 
technical and economic calculations and 
environmental protection requirements 
[10], [11]. Currently, the normative docu-
ment of 2015 expired; two other Cabinet of 
Ministers Regulations (CMR) 500 “General 
Construction Regulations” [12] and CMR 
529 “Building Regulations of Buildings” 
[13] were adopted instead. 

It is important that internal gas pip-
ing systems, including fittings, as well as 
control, safety and measuring devices, are 
designed to ensure their safe use throughout 
their service life [14], [15]. Such regula-
tory, technical regulations are implemented 
and controlled in most countries. In Latvia, 
renovation or repair of existing gas pipeline 
systems begins with a deliberate intention 
to do so. The supply of natural gas to the 
existing renovated, repaired gasified object 
is divided into four stages: (1) Requesting 
technical regulations from the DSO, object 
design and coordination works; (2) Real-
ization of the object, construction works 
(assembly, repair, renovation), drawing 
up executive documentation; (3) Deliv-
ery of the object (inspection of the object, 
verification of compliance with the devel-
oped project and the developed executive 

documentation, verification of strength and 
tightness), acceptance into operation; (4) 
Natural gas pipeline system commissioning 
operation (gas supply to consumers). Types 
of gas pipeline system design and installa-
tion work are regulated by normative base 
standards, such as the Latvian National 
Standard LNC 417 [16]  and LNC 419 [17], 
which envisage that the gas pipeline system 
is allowed to be built (assembled) as (1) an 
open type (see Fig. 2a) and (2) as a closed 
place (building a niche) (see Fig. 2b).

Fig. 2. Types of gas pipeline system installation [17].

When designing and installing the inter-
nal gas pipeline system, the distances from 
building structures, technological equip-
ment and other communications must be 
observed, which ensure convenient instal-
lation, maintenance and repair of gas pipe-
lines and other adjacent communications. In 
order to prevent an explosion or the spread 
of fire in the event of a fire, the following 
measures should be taken:
•	 if gas pipelines are installed in ducts or 

shafts, their dimensions must allow for 
installation, operation and repair. Ducts 
or shafts must be in parts or fully ven-
tilated;

•	 if gas pipelines are installed on mono-
lithic floors, their built-in areas must 
not be subject to significant loads (vehi-
cles, equipment, etc.) and aggressive 
substances. Gas pipelines, their entry 
and exit points shall be placed on the 
floor with a suitably fastened protective 
sleeve;
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•	 if gas pipes are inserted in ducts in the 
floor, they must be covered with remov-
able plates. The free volume of the 
channel can be filled with sand. The 
ventilation openings of the duct cover 
plates must ensure adequate duct ven-
tilation.

This requirement applies to industrial 
objects, which now, in the authors’ experi-
ence, is not used in Latvia at all, using the 
possibilities to install the gas pipeline in an 
open manner. Currently, the installation of 
a gas pipeline in monolithic floor construc-
tions is being used in private single-fam-
ily houses by creating a kitchen area with 
islands with a fireplace, as well as in public 
companies that provide catering services 
that need to create a kitchen area with an 
island. Each solution of this type of project 
is considered and agreed separately.

An emphasis on heightened security 
measures:
•	 If gas ducts are installed in a free space, 

such as between a suspended ceiling or 
between a wall and a front wall, this 
space must be ventilated through open-
ings in the enclosing walls, two diago-
nal ventilation openings. If it is not pos-
sible to provide ventilation in the free 
space, the gas pipes must be fitted with 
protective pipes made of corrosion-
resistant material or protected against 
corrosion, and their ends must protrude 
outside the free space, considering all 
requirements.

We believe that currently the regulatory 
documents responsible for gas pipeline sys-
tem design LNC 417 [16] and the installa-
tion of the gas pipeline LNC 419 [17] do 
not pay significant attention to the above-
mentioned built-in solutions. The mini-
mum requirements required by the design 
standard [16] are not mentioned at all for 
such solutions. Standard “Gas Supply Sys-

tem Installation” [17] envisages the con-
struction of only two types of internal gas 
pipeline systems (see Fig. 2). These types of 
installation are also mentioned in LBC 241-
15 [15] without detailed explanation. Some 
aspects of ventilation and ventilation of 
gas pipeline installation premises are men-
tioned, which do not fully cover the solu-
tions available today and do not promote 
safe, economically justified and efficient 
installation of the gas system in buildings.

The installation of the internal gas pipe-
line system may be performed after the fol-
lowing steps are finished: 
•	 wall, ceiling, floor, bulkhead and other 

structures that will serve as gas pipe-
lines and equipment support construc-
tion; 

•	 creation of openings and channels 
in ceilings, walls and foundations of 
buildings for the installation of gas 
pipelines; supporting structures must 
be so prepared that finishing works will 
not affect gas pipelines and equipment; 

•	 rooms where gas equipment will be 
installed on the floor must have finished 
floors;

•	 protection of gas pipelines from exter-
nal factors is very important;

•	 for closed built-in (ducted) pipes, freely 
built-in steel pipes in wet (non-venti-
lated) rooms, corrosion protection with 
varnish, paint, polymer or other type of 
coating is required;

•	 polymer insulation coatings for corro-
sion protection of steel or copper gas 
pipes installed in floors;

•	 gas pipelines that cross building struc-
tures – ceilings, walls – must be placed 
in a protective shell, filled with a flex-
ible, non-corrosive filling and sealed 
with a dense material that prevents 
moisture from entering the space 
between gas line and protective shell at 
both ends [17].
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Safe gas supply is increased by install-
ing automatic gas sensors and automatic 
flow interrupters. The purpose of these 
devices is to make a signal and interrupt 
the gas supply if leakage appears. The man-
datory condition for the use of devices is 

regulated by LBN 241-15 [15]. The authors 
believe that if a pipeline is built-in inside 
closed free-space containing constructions, 
gas sensor implementation should be man-
datory despite the fact that total gas instal-
lation cost increases.

3. REAL-LIFE CASES AND STATISTICAL ANALYSIS

After the construction of a new, reno-
vated, reconstructed internal gas pipeline 
system is finished, the gas pipeline shall be 
inspected: its strength and tightness with 
air or inert gas shall be checked  [10], [15]. 
It is one of the mandatory safety measures 
when commissioning an internal gas pipe-
line. In Latvia, the operation of the gas sup-
ply system and new object comissioning are 
strictly controlled by responsible services 
of JSC GASO that:

•	 participate in the strength and tightness 
test of the object; 

•	 check whether the object has been 
built in accordance with the normative 
requirements and adjusted project. 

The authors performed internal gas 
pipeline system inspection of 2506 objects 
in Riga and Riga district from 2011 to 2018. 
The results are summarised in Fig. 3 [2].

Fig. 3. Object inspections satistics in 2011–2018.

Figure 3 shows that in 793 or 31.64 % 
of cases the violation acts were registered, 
of which 139 or 17.52  % violations were 
related to defects of weld joints, 6 objects of 
the total number were not accepted at all, in 

654 or 82.47 % cases other violations were 
found. The results of the strength and tight-
ness test performed in all tested objects are 
summarised in Fig. 4 [2].
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Fig. 4. Object strength and tightness test in 2011–2018.

In 81.68  % of cases, the strength and 
tightness test was passed from the first 
attempt, and 0.24% of buildings did not 
pass it at all. Before new, renovated, recon-
structed gas pipeline was put into operation, 
gas leaks were detected and eliminated in 
an average of 20 % of cases due to “hidden 
defects” discovered during tests. A similar 
number of detected “hidden defects” was 
observed in the external gas pipeline sys-
tem [18]. According to call statistics of the 
above-mentioned Emergency Service, we 
see that the largest part of violations was 
found after the acceptance of operation and 
operation of existing gas pipelines. One of 
the cases when a violation was detected was 
work increasing building energy efficiency. 
Unfortunately, very often the building insu-
lation is not notified to the DSO, the facade 
insulation is underway or even completed, 
but later it is established that the DSO needs 
to exercise its right to request an initial 

repair. This is due to the fact that the objec-
tive need to provide access to gas pipeline 
inlets for maintenance or emergency repairs 
is regularly ignored during the renovation of 
the building. DSO claims are often caused 
by the performance of insulation work. 

In the event of an emergency, the entire 
building will have to be shut off, repairs 
will follow and access to the inlet will also 
be required. As a result, new insulation 
will be damaged, the renewal of which will 
require additional funds. From the safety 
point of view, the gas outlet at the build-
ing wall is one of the most dangerous ele-
ments in a low-pressure gas pipeline sys-
tem. The natural gas supply is located in 
an inhomogeneous environment (transition 
from ground to atmosphere), so the pipeline 
in this place is exposed to various factors, 
building deformations, ground fluctuations, 
rainwater, as well as ultraviolet radiation 
and temperature fluctuations.

Fig. 5. Gas pipeline inlet shut-off device after building insulation works [2]: 1 – Insulation material; 2 – Air 
gap; 3 – Exterior foundation wall of the building; 4 – Gas pipeline; 5 – Gas line shut-off device; 6 – Gas line 
threaded connection with shut-off device; 7 – Gas line flange type detachable connection behind the shut-off 

device.
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Figure 5 shows the following. During 
the implementation of the building energy 
efficiency improvement project, the exist-
ing gas pipeline DN 50 was partially built 
into the insulation. Before insulation works, 
the minimum distance between the gas 
pipeline and the wall of the building is 3–4 
cm, which meets the requirements of LBC 
[15] LNC 419 [17] and LNC 445 [19], [20] 
standard. The distance from the outer part 
of the flange to the wall is 2–3 cm. After the 
building insulation process was completed, 
the gas pipeline, shut-off valves and flanges 
were half-installed inside isolation. This 
excludes the possibility to inspect, service, 
and also prevent gas leakage, if it occurs. In 

addition, during the leakage, natural gas can 
spread inside the insulation finishing struc-
ture, which is very dangerous. There must 
be no situation where customers “pay” with 
long-term natural gas outages and expen-
sive repairs due to incorrect renovation of 
the building [21]. During the inspection 
period, defect acts are detected and com-
piled for various types of violations, in 
connection with non-compliance with the 
operating rules. According to the data of the 
DSO Riga section, in Riga and Riga district 
21 violation acts were drawn up in 2019 and 
6 of them were related to natural gas leak 
[2]. 

4. EXPERIMENT PLANNING 

To create recommendations for regula-
tory requirements, it is planned to perform 
series of numeric and real-life experiments 
to discover possible risks in different natu-
ral gas pipeline installation solutions. The 
experiment is planned to be performed in 
two parts.

The first part of the experiment is 
planned to be performed with the help of 

the simulation program ANSYS R.18.0 
Academic. It is planned to perform experi-
ments simulating the structures of different 
buildings with different types of internal 
gas pipeline system installation (see Figs. 
10–14) to study the spread of natural gas in 
these structures. This affects building and 
gas pipeline system operation, energy effi-
ciency, and human safety.

Fig. 10. Facade gas pipeline model: 1 – Insulation material; 2 – Air gap;  
3 – Exterior foundation wall of the building; 4 – Gas pipeline.
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Fig. 11. Gas pipeline inlet shut-off device after building insulation works: 1 – Insulation material;  
2 – Air gap; 3 – Exterior foundation wall of the building; 4 – Gas pipeline; 5 – Gas line shut-off device;  

6 – Gas line threaded connection with shut-off device; 7 – Gas line flange type detachable connection behind 
the shut-off device.

Gas pipeline and building facades. 
Gas pipeline inlet shut-off device after 

building insulation works was described 
above.

Fig. 12. Gas pipeline installation model frame type building external wall: 1 – Facade finishing boards;  
2 – Air gap between the external wall of the building and the insulation material; 3 – Frame finishing boards 

(Lathing); 4 – Wind and steam membrane; 5– Wood fiber or USB-3 boards; 6 – Insulation material;  
7 – Frame finishing boards (Lathing), 8 – Vapor barrier (film), 9 – Interior finishing material (plaster),  

10 – Gas pipeline, 11 – Gas pipeline protective sleeve, 12 – Ventilation hole.

Figure 12a shows that the gas pipeline 
was built through the structure of the build-
ing and the interior was installed with open 
space. According to Fig. 12b, the pipeline 
is partially constructed in the load-bearing 
structure of the building, rising to the top 
and exiting the structure at the ceiling of 
the room. Next, the gas pipeline system is 
installed in the room openly. If ventilation 
holes (bottom and top) are formed in posi-

tion 12 and ensure ventilation of the built-in 
frame parts of the gas pipeline, it signifi-
cantly reduces the intended thickness of the 
insulation material at this location structure. 
Creating transitions from the indoor built-
in vapor membrane allows indoor vapors to 
accumulate without restriction to accumu-
late thermal insulation material and uncon-
trollably damage the thermal insulation 
itself and the load-bearing wooden frame. 
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As the thickness of the thermal insulation 
decreases, dew points with condensate can 
form inside the frame. If the 11-position 
ventilation holes are not formed or inten-
tionally closed: 1 – this is non-compliance 
with safety and standarts; 2 – If the insula-

tion parameters of the building calculated at 
the design stage are not observed, structural 
defects appear. The initial reduction in the 
overall energy efficiency of the building in 
the long term can lead to structural collapse.

Fig. 13. Gas pipeline construction model through a frame-type building external wall SIP panel construction. 
1 – Polystyrene heat layer for creating a facade part; 2 – Gas line air gap between the external wall of the 

building and the insulation material; 3 – USB-3 boards; 4 – Polystyrene insulation material; 5 – USB-3 boards; 
6 – Interior finishing material (plaster); 7 – Gas line protection sleeve, 8 – Gas pipeline.

Examining the object of prefabricated 
SIP panels and their assembly technology. 
The advantage over classic wooden frame 
constructions is the directly selected SIP 
panel construction materials and their low 
thermal resistance coefficient. SIP (Struc-
tural Insulated Panel) is a structural element 
obtained by gluing high-density expanded 
polystyrene (EPS) board under pressure 
between two oriented OSB boards. It has 

been observed that in 95 % of cases the gas 
pipeline of SIP panel construction build-
ings is installed openly. In 5  % of cases, 
gas pipelines are installed in built partitions 
(false or between walls) of boiler room and 
kitchen. The set of buildings is designed so 
that the length of the indoor gas pipeline 
can be designed and installed as short as 
possible (smaller).

Fig. 14. Gas pipeline construction model through the external wall of the building masonry (brick, aerated 
concrete): 1 – Facade finishing (plaster); 2 – Insulation material; 3 – Masonry wall (brick, aerated concrete); 

4 – Interior finishing material; 5 – Gas pipeline; 6 – Finishing material for interior wall construction 
(plasterboard); 7 – Ventilation hole (bottom or pipeline height).



42

The use of concrete, brick, aerated con-
crete and other materials is also very popu-
lar in building construction in Latvia. This 
type of building is in principle very light 
and convenient when performing engineer-
ing construction work and assembly work. 
Communications are options to be built into 
building structures to hide them or install 
openly. Gas pipeline installation in this type 
of building takes place at different stages of 
building construction. Many of them take 
place during the middle stage of construc-
tion of the building when the works are in 
full swing. The gas pipeline is installed up 
to the boiler room waiting for the installa-
tion of the boiler, which can last up to a few 
months, until the first wave of cold snaps. In 
the autumn, finishing works are completed, 
the building is ready to receive heat. In the 
spring or summer pre-installed gas pipe-
lines in half or in full are embedded in the 
plaster, hiding utilities behind or between 
the walls and ceiling. The place where 
the gas pipeline is located is not equipped 
with ventilation grilles to avoid cooling the 
premises and between the premises.

All the models described above will 
combine the problem of installing a gas pipe-
line in the external and internal structures of 
a building. When installing gas pipeline in 
building facades, a situation may arise that 
with decreasing facade insulation, the wall 
thickness of the inner part of the building 

appears and dew points appear inside the 
structure and in the pipeline. Long-term 
effects can significantly damage a build-
ing structure. The pipeline will experience 
increased corrosion affecting its safety. 
If the degree of corrosion during opera-
tion reaches critical limits, defects (cracks, 
pores, penetrating corrosion) appear. In 
the event of a damaged pipe, there will be 
uncontrolled gas leakage with the distribu-
tion and accumulation inside the building 
structure. The long-term consequences are 
financially disadvantageous.

In the second part of the experiment, it 
is planned to build an experimental model 
stand where some of the experimental 
cases performed with the help of ANSYS 
R.18.0 academic simulation program will 
be repeated.

A lot of parameters may influence gas 
spreading in space, for example:
•	 leakage outlet location, size;
•	 gas temperature, room temperature;
•	 ventilation;
•	 channel geometry, etc.

As the number of leakage parameter 
combinations with all installation options 
combinatorically explodes, a set of pre-
experimental calculations was made taking 
into account some key factors to set refer-
ence points in further studies.

5. RESULTS AND DISCUSSION

In cases, when the area of the leakage 
hole is very small and the pressure in the 
gas pipeline does not exceed 100 mbar, it 
was decided to use a simplified calculation 
according to the methodology [8].

Calculation description. For pipelines 
with operating pressure below 90 kPa, leak-
age volume was calculated according to the 
following formula:

 (1)
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For pipelines with operating pressure 
more than 90 kPa, leakage volume was cal-

culated according to the formula:

 (2)

where
µ – an outflow coefficient (Table 1);
S – an area of the leakage opening, m2;
k0 – a ground flow-resistance coefficient (accepted equal to 1);
ρ0 – gas density at normal conditions, kg/m3;
P0 – atmosferic pressure, Pa;
P – pipeline operating pressure, Pa;
ρ – pipeline gas density, kg/m3.

Table 1. Aperture (Hole) Flow Factor Values

S/Sint* < 0.1 0.1 
–0.2

0.2 
–0.3

0.3 
–0.4 0.4–0.5 0.5 

–0.6
0.6 
–0.7

0.7 
–0.8

0.8 
–0.9 >0.9

µ 0.611 0.614 0.622 0.634 0.65 0.678 0.724 0.787 0.888 1.09

*Sint – a pipeline internal cross-sectional area, m2.

 (3)

where
T0 – surrounding medium temperature, K;
T – gas temperature, K.
The following initial parameter values were 
accepted:

ρ0 = 0.6882 kg/m3;
P0 = 101325 Pa;
T0 = 293 K;
T = 283 K;
S – 10 possible cases were considered based 
on the most probable defect sizes (from 0.1 
to 1 mm2).

Fig. 15. The ratio of the leakage volume to the pressure in the gas pipeline and opening size.
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It is seen in Fig. 15 that the higher the 
pressure and the larger area of leakage open-
ing, the larger the leakage. In the consid-
ered cases, an opening area showed greater 
impact on leakage volume than pipeline 
pressure. It means that the experiment shall 
be performed considering different leakage 

opening sizes for each pipeline operating 
pressure category. That will increase a num-
ber of simulations, but will probably allow 
detecting the most dangerous leakage types 
for gas accumulation inside construction 
elements.

6. CONCLUSIONS

This paper is the first in series that 
will cover this study. We made a detailed 
analysis of the Latvian regulatory require-
ments in internal gas pipeline installation 
area, described real-life cases of pipeline 
installation options and showed statistics 
on defects. An experiment plan was given 
and pre-experimental calculations were 
performed. The course of the experiment 
and summart of the obtained data will be 

described in the next thematic articles on 
natural gas distribution and infiltration in 
building structures, ventilation in the pres-
ence of a solution in the building and its 
impact on reducing the distribution of natu-
ral gas in the building. Further research may 
be related to the appropriate type of build-
ing construction, process security measures 
and requirements for importing binding gas 
supply standards.
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The paper analyses the constraints related to optical tracking of an HMD with a single 
commercial binocular stereoscopic optical tracking system and offers an overview of different 
factors affecting the best active fiducial set-up and marker geometries for reliable tracking with 
a focus on the rotational accuracy of a marker.

Two IR diode models with different emission characteristics were tested as active fidu-
cials and the results were compared to localization accuracy of passive fiducials. In terms of 
preferable marker geometry, it was found that the area enclosed by the fiducials should be 
maximized. Thus, due to geometrical constraints, very small marker geometries may not be 
stable or feasible entirely. Rotational accuracy was analysed for cases when the marker was 
not directly facing the tracking device and it was found that rotation about one axis introduced 
errors to the determined orientation in space related to the other axes as well. 

Keywords: Active fiducials, angular accuracy, marker geometry, optical tracking, passive 
fiducials. 

1. INTRODUCTION

Augmented reality (AR) devices have 
been widely researched for the past few 
decades and are envisioned to penetrate all 
aspects of everyday life – starting with pro-
fessional fields such as manufacturing and 
education, and most notably – the medical 
field [1]. Even though different implemen-
tations of AR already exist [2], the medical 
field is by far the most demanding in terms 

of accuracy and comfort of use since surgi-
cal procedures can last for several hours. For 
example, the utilization of an AR headset as 
a vision aid during surgical procedures puts 
enormous pressure on the accuracy of image 
representation [3]. While optics and human 
perception play a major role in image qual-
ity [4], the other side that is equally impor-
tant for achieving the desired image accu-
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racy is object tracking. In this case, it is the 
tracking of a headset within the real-world 
space and in relation to the patient and sur-
roundings. The image rendering engine has 
to rely on accurate position and orientation 
of the head-mounted display (HMD). Thus, 
tracking a headset pose accurately is as rel-
evant as providing naturalistic visual cues.

Currently available AR headsets posi-
tioned as enterprise-level devices base their 
pose tracking on visual simultaneous local-
ization and mapping (vSLAM) algorithms, 
which typically cannot provide the much-
needed accuracy in medicine [5]. Depend-
ing on the type of task, the preferable image 
overlay (and consequently, pose tracking) 
accuracy has to be substantially better than 
1 millimetre – although in some scenarios 
it might be acceptable to achieve lower 
accuracy [6]. Thus, one of the options is to 
complement vSLAM with other means of 
pose tracking or rely on a different tracking 
solution altogether [7]. 

One such approach is optical track-
ing of fiducial markers. This type of object 
localization within space has long been the 
go-to method for accurate pose estimation 
with full 6 degrees of freedom [8]. With the 
raising popularity of AR devices, research 
on the topic of pose estimation is still ongo-
ing and many improvements have been 
made in the past decade [9]–[11]. Based 
on binocular stereoscopic cameras, com-
mercial optical tool tracking solutions for 
medical (surgical) settings have been devel-
oped [12]. The claimed optical tracking 
accuracy for tool positioning, for example, 

during minimally invasive procedures is on 
the order of 0.1 mm. Better accuracies have 
been demonstrated by multi-camera setups 
– for example, with trinocular configuration 
reaching 0.04 mm [13]. Nevertheless, these 
very high accuracy values are typically 
attributed to translation, while in visualiza-
tion rotational accuracy is similarly impor-
tant. 

Optical tool tracking solutions are 
already being used in the medical field and 
many surgical rooms have already been 
equipped with some type of an optical 
tracking system. With AR displays offering 
unprecedented real-time data visualization 
and thus slowly penetrating the medical 
field, preinstalled optical tool tracking sys-
tems can be repurposed for dual use. The 
ability to track multiple markers simultane-
ously also enables the tracking of an HMD 
with high accuracy – higher than could be 
achieved by solely relying on vSLAM. Fur-
thermore, utilization of a single tracking 
device for tools and headset naturally unites 
coordinate systems, thus alleviating the 
integration of AR visualizations in medical 
procedures.

The primary aim of the present research 
is to analyse the constraints related to 
optical tracking of an HMD with a single 
commercial binocular stereoscopic optical 
tracking system and to develop and verify 
active fiducial and marker configurations 
for reliable tracking (putting emphasis on 
maximizing effective angular range and 
rotational accuracy).

2. MATERIALS AND METHODS

It should be noted that AR HMDs come 
in different varieties, including both opti-
cally see-through (OST) as well as video 
see-through (VST) systems [14]. For medi-

cal applications OST displays can provide 
an additional level of safety; nevertheless, 
fully immersive VR headsets have also 
been successfully applied and shown as a 
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valuable addition to the medical profes-
sionals [15]. The main feature of a virtual 
or augmented stereoscopic display is that it 
provides a sense of 3D depth and thus – an 
additional layer of spatial awareness to the 
medical professionals. 

Fig. 1. The multifocal HMD prototype system used 
for tracking experiments. 

For the aim of this study, the previously 
developed prototype system (Fig. 1) is used – 
a multi-focal OST AR display [16], which 
provides the user with a 3D image and also 
matches vergence and accommodation cues, 
thus providing better eye comfort. While 
specific geometrical constraints are defined 
by the layout design of the particular device, 
general concepts are applicable universally. 

Since commercially available AR 
HMDs were initially oriented towards a 
wider area of application, including con-
sumer markets, the emphasis was put on 
ease of use and thus visual simultaneous 
localization and mapping (vSLAM) as a 
means of pose tracking. The advantage of 
vSLAM type tracking is that it can map any 
reasonably feature-rich environment and 
provide pose tracking based on the relative 
position of a headset in respect to the sur-
roundings. Nevertheless, in certain situa-

tions the performance can be compromised 
and overall accuracy is on the order of mil-
limetres. For applications where accuracy 
is extremely important, vSLAM can be 
substituted or complemented by depth data 
derived directly from time-of-flight cameras 
[17]. It has been shown that complementing 
a commercial headset with marker-based 
reference detected by the on-board sensor 
arrays, the accuracy of pose detection can 
be reduced to sub-millimetre values [18]. 

When an HMD system does not house 
a diverse set of sensors, other approaches 
have to be utilized. The target pose-tracking 
accuracies ideally have to be in the order 
of <0.05 mm for translational motion and 
<0.05° for the angular localization. Signifi-
cant effort has been put towards reducing 
translational errors and the research com-
monly focuses on translational accuracy 
while omitting data on angular accuracy. 
However, for the case of HMD tracking 
(which means essentially tracking the posi-
tion of a human head), translational motion 
is quite uncommon, a much more natu-
ral and often occurring motion is rotation. 
Thus, special attention has to be devoted to 
achieving accurate and stable tracking of 
angular changes.

One of the obvious solutions to surgi-
cal AR HMD tracking is the utilization of 
existing navigation systems that have been 
already adapted for tool tracking [19]. These 
are designed to visualize tool tips beyond 
their visibility within the human body dur-
ing, for example, minimally invasive pro-
cedures. The precise localization of the tool 
tip is based on rigid and known geometry 
of the tool and a precisely defined optical 
marker comprised of several fiducials (typi-
cally 3–6 fiducials). Fiducials are tracked 
by a system of precisely intercalibrated 
stereoscopic cameras to derive essential 
coordinates of a fiducial within a 3D space, 
including the orientation. 
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Fig. 2. Atracsys fusionTrack 500 accuracy (pose 
RMS) for different working distances.

Overall, it would be convenient to uti-
lize a common optical tracking system for 
the simultaneous tracking of both the HMD 
and the surgical tools. Thus, this study 
focuses on marker development and per-
formance evaluation of AR headset track-
ing using medical stereoscopic tool tracking 
system Atracsys FusionTrack 500. 

The Atracsys fusionTrack 500 is a real-
time optical pose-tracking system that can 
track markers in real-time video streams. 
The fusionTrack is composed of two cam-
eras that observe fiducials simultaneously, 
and uses triangulation to calculate the loca-
tions of these fiducials with a measurement 
rate of 335 Hz [20].

Atracsys FusionTrack 500 specifications: 
Resolution: 2.2 Mpix
Refresh rate: 335 Hz
Working distance: 0.7 to 2.8 m (Fig. 2)

Fig. 3. Comparison of reflectivity as detected by 
Actracsys FusionTrack 500 for passive fiducials: 
out of package (bottom row) and after extended 

handling (top row). 

Atracsys FusionTrack  500 and similar 
systems are designed to work with pas-
sive as well as active markers. The camera 
system is equipped with infrared emitters 
placed around both camera lenses that are 
intended for the illumination of retroreflec-
tive fiducials. Most commonly, retroreflec-
tive fiducials are either flat circles or three-
dimensional spheres that are highly visible 
to the infrared cameras. Spherical fiducials 
are considered more versatile – as they can 
be observed from larger angles; neverthe-
less, for tool tracking flat fiducials perform 
equally well. Unfortunately, in the setting 
of surgery, passive markers are subject to 
contamination and loss of reflectivity (Fig. 
3), which interferes with robust pose track-
ing. Generally, retroreflective fiducials are 
treated as consumables and changed during 
set time intervals or upon need. 

An alternative to the retro-reflective 
spheres or disks is the use of active mark-
ers comprised of infrared (IR) light emit-
ting diodes (LEDs) whereby a pattern of 
LEDs is arranged on a rigid structure asso-
ciated with a tool or a headset. While this 
approach ensures a more robust overall 
tracking (mostly due to LEDs not being as 
prone to contamination as the large-surface 
passive markers), there are other challenges 
that often place IR LEDs at a disadvanta-
geous position. 

IR LEDs require electrical power to 
provide tracking capability, which means a 
battery or some other power-source needs 
to be associated with the active marker. For 
tool tracking, this adds to the weight and 
can make a tool more difficult to use. For a 
battery or accumulator-type power source, 
some monitoring is also necessary as it can 
be detrimental to the health of a patient if 
a procedure has to be stopped midway to 
change an empty battery. 

For HMDs the use of active markers 
can be justified more easily as the additional 
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weight of LEDs is just a small fraction of 
the total weight of such a device; however, 
power consumption can still cause issues. 
Small form-factor LEDs can be driven 
with up to 100 mA of current, which adds 
up to about a 100  mW. A marker is typi-
cally comprised of 3 to 6 LEDs that can be 
a considerable number if the device is bat-

tery-powered. In tethered devices, power 
consumption might not be the primary 
concern; however, the dissipated heat is a 
prominent issue, as it can interfere with the 
comfort of wearing an HMD and can nega-
tively affect the performance of embedded 
semiconductors such as microcontrollers, 
processors, FPGA chips, etc. [21]. 

3. RESULTS AND DISCUSSION

3.1. Fiducial Analysis

Atracsys FusionTrack  500 is designed 
to work well with different types of passive 
markers. For this purpose, retroreflective 
spheres (Navigation Markers produced by 
ILUMARK) of 12 mm in diameter were 
chosen as a reference for making com-
parisons between different active IR LED 
fiducials. Due to the limited resolution of 
the cameras, any fiducial needs to reach a 
certain size threshold reported by the cam-
era sensor to be recognised as a fiducial. 
In the case of IR LEDs as active markers, 
the reported size is a function of both the 
driving current of an LED and the physi-
cal distance to it. With the default image 
acquisition and processing parameters, dif-
ferent LEDs (in terms of emitter size and 

consumed power) were tested by vary-
ing the forward current, distance from the 
camera system, and tilt angle of LEDs with 
respect to the camera system. Additionally, 
the tracking jitter of a stationary fiducial in 
relation to its size (controlled by current) 
and distance was also determined. 

Two IR LEDs from Osram – 
SFH 4250-S and SFH 4053 – were investi-
gated and compared to the passive markers. 
The SFH  4250-S was endorsed by devel-
opers of the tracking system, while the 
SFH 4053 was chosen due to the relatively 
small package and high brightness. The 
main differences are due to the emitter size 
and emission angle. The key characteristics 
of both LEDs are shown in Table 1.

Table 1. Comparison of the Main Parameters for IR LEDs Produced by Osram – Models SFH 4250-S and SFH 4053

SFH 4250-S SFH 4053

Centroid wavelength, nm 850 850

Maximum forward current, mA 100 70

Emission half angle, o 60 70

Active chip area, mm2 0.3×0.3 0.2×0.2

Total radiant flux, mW 100 35

Radiant intensity, mW/sr  
(at If max) 18–28 4.5–11.2

Package PLCC-4  
(3.65 mm×2.95 mm×2.15 mm)

0402  
(1 mm ×0.5 mm×0.45 mm)
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Fig. 4. Left: Output power of SFH 4250-S and SFH 4053 LEDs as a function of driving current. Right: 
Efficiency of SFH 4250-S and SFH 4053 LEDs as a function of driving current.

Due to the fact that electronic compo-
nents often vary in bins and manufacturer 
datasheets are provided only for reference 
values, the actual optical output power and 
efficiency of both LEDs were determined 
(Fig. 4) experimentally.

The measurements were carried out 
using the Agilent Technologies  3606A 
power supply in constant current mode. The 
voltage values were read from the built-in 
voltmeter. The output power was measured 

by Thorlabs PM400 in conjunction with the 
S146C integrating sphere sensor. 

It can be noted that from the efficiency 
standpoint, the best performance from the 
SFH 4250-S LED can be expected for for-
ward current in the range from about 40 mA 
to 60 mA, whereas for SFH 4053 the same is 
true for the 18 mA to 30 mA range. In terms 
of absolute efficiency, the SFH  4250-S is 
superior. 
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Fig. 5. Atracsys FusionTrack 500 reported fiducial size in pixels at physical distances of 1.0 and 2.0  m for 
different-sized passive flat disk markers.

A passive retroreflective fiducial forms 
a predictable response signal on the image 
capturing sensors of FusionTrack 500 sys-
tem – there is a direct correlation between 
the number of activated pixels and the 
physical size of the fiducial (Fig. 3).

However, for active LED-based fidu-
cials this is not as straight forward – the 
reported size varies with both the distance 
(Fig. 6 (right)) and the forward current used 
to drive the LED (Fig. 6 (left)). 
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at maximum driving current with passive marker data (ILUMARK, 12 mm) for reference.

For reliable detection, the activated area 
on the camera sensor has to be large enough 
to be recognised as fiducial. By default, it is 
set to 40 pixels. As it can be seen, the stan-
dard passive fiducial balls at relevant work-
ing distances of 1.5 m and 2.0 m result in a 
relatively large signal – approximately 400 
pixels and 240 pixels, respectively. In con-
trast, the LEDs driven at maximum forward 
current for the same distances of 1.5 m and 
2.0 m can achieve only almost half that – 
200 and 160 pixels, respectively. 

At this driving current of 100 mA, a 
single LED consumes almost 0.29 W and 
it would amount to at least 1.16  W total 
power consumption for a typical 4-fiducial 

marker in continuous driving mode. A lot 
of this power is dissipated as heat, which 
can influence the performance of the LEDs 
themselves as well as be inconvenient to 
the user. The focus further is thus on the 
accuracy and consistency of detection for 
different driving currents (as related to the 
size detected by the cameras). For this pur-
pose, different fiducials were rigidly fixed 
in relation to the tracking camera system 
and series of registration frames were accu-
mulated alongside with complementary 
data about the registered coordinates of a 
fiducial. For LED markers, the relevant cur-
rent range – between 20 and 100 mA – was 
analysed (Figs. 7 and 8).

Fig. 7. Comparison of active fiducial (IR LEDs SFH 5042-S and SFH 4053) localization accuracy at different 
distances to the camera system for varying driving currents (20 mA to 70 mA and 20 mA to 100  mA, 

respectively).
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Fig. 8. Left: Distribution of the determined coordinate values around the mean for SFH 4250-S at 1.5 m 
distance from the camera-system (shown for 10, 50 and 100 mA driving current). Right: Distribution of the 

determined coordinate values around the mean for SFH 4053 at 1.5 m distance from the camera-system (shown 
for 10, 50 and 70 mA driving current). The FWHM of these distributions are shown in Fig. 7.

The registration error overall follows 
a normal distribution. It was found that, 
generally, when the fiducials are above the 
critical limit for detection, no distinct rela-
tion between the dispersion of data and the 
fiducial size (or rather, the current) could be 
found. On a small scale in consecutive time 
intervals during which the supposed ambi-

ent conditions – most notably vibrations – 
were at similar levels, some dependence on 
the size can be distinguished. These differ-
ences, however, are well below the claimed 
accuracy levels of the tracking system and 
essentially negligible. Thus, the use of 
smaller driving currents can easily be justi-
fied.

3.2. Marker Construction Analysis

A marker is a rigid array of multiple 
fiducials. To determine the orientation of 
a marker, it must be comprised of at least 
three non-aligned fiducials [22]. Generally, 
for best possible results, the designed geom-
etry should not have any axes of symmetry 
and the distances between any two fiducials 
should be different. 

For improved positional and rotational 
accuracy, markers are comprised of four 
fiducials instead of three. This helps reduce 
the pose data errors as they can result in a 
jittery image which is very unpleasant and 
distracting for the user even so far as to 
become unusable. An example of feasible 
marker geometry can be seen in Fig. 9.

Fig. 9. Sample geometry of a four-fiducial marker. The fiducials are placed  
at the vertices and form a surface in 3D space.
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In order to achieve the best tracking 
accuracy, the distance between the fiducials 
has to be large – small displacements of the 
head then translate into noticeable displace-
ments of the marker fiducials. To achieve 
good angular resolution (and thus also min-
imize jitter), the area of the marker should 
also be maximized as discussed further. 

Fig. 10. Rotational accuracy as determined by 3 
standard deviations about mean pose of markers 

with sides of different lengths.

Physically creating and testing dif-
ferent marker geometries is a very time-
consuming process. Thus, to determine the 
best approach, synthetic data were gener-
ated and analysed with the Atracsys Matlab 
Marker Analyzer. This tool allows analys-
ing marker geometries (checks segment 
lengths and symmetries), and can provide 
the user with expected marker accuracy 

data. This is achieved by applying the typi-
cal noise to the true location of each fiducial 
and determining the resulting marker loca-
tion and orientation as if it were detected by 
the cameras. This process is then repeated 
to obtain the expected standard deviations 
of marker location and orientations.

Figure 10 shows the rotational accuracy 
for markers of different sizes and aspect-
ratios – the  component is set to be 0 for all 
markers. Due to the fact that all segments 
between markers need to be of different 
lengths (the minimum difference needs to 
be at least 5 mm), some smaller geometries 
are not feasible at all or behave in an unsta-
ble manner – the rotational errors for mark-
ers with  mm are well beyond usability. 
The accuracy here pertains to a marker of a 
certain geometry placed facing the camera-
system.

In real-life scenarios, the marker is 
rarely if ever positioned face-on towards 
the camera. Thus, it is important to deter-
mine the rotational accuracy of a marker 
when it is detected by the camera in differ-
ent orientations. To determine the rotational 
accuracy of a marker in different orienta-
tions, the marker geometry shown in Fig. 11 
was rotated about the x-axis, a new marker 
geometry was defined from this orientation 
and the obtained marker was again analysed 
with Atracsys Matlab Marker Analyzer.
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Fig. 11. Left: Rotational accuracy of a static marker as a function of rotation angle about the x-axis. The 
red line denotes the optimal maximum error of 0.05°.  Right: The rotational accuracy of a static marker as a 

function of rotation angle about the x-axis separated into components. 

As expected, rotating the marker 
decreases the accuracy with which it can 
be localized, as the area of the projection 
on the camera plane becomes smaller (Fig. 
11 (left)). However, in Fig. 11 (right) it can 
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As expected, rotating the marker 
decreases the accuracy with which it can 
be localized, as the area of the projection 
on the camera plane becomes smaller (Fig. 
11 (left)). However, in Fig. 11 (right) it can 

be seen that, even though most of the error 
is related to x-axis localization, rotating the 
marker about one axis introduces additional 
location errors for other axes as well. 

4. CONCLUSIONS

For the investigation, Atracsys fusion-
Track 500 unit for optical pose tracking was 
used. Initial tests were also performed with 
the Atracsys spryTrack  300; however, the 
tracking accuracy of Atracsys fusionTrack 
500 was superior. Thus, it was the unit cho-
sen for further measurements and as the base 
instrument for synthetic data constraints. 
Two types of IR diodes were tested as active 
markers – the SFH 4053 and SFH 4250-S – 
both produced by Osram. The SFH 4250-S 
was found to be more energy-efficient and 
slightly better in terms of fiducial localiza-
tion accuracy. However, the SFH  4250-S 
has a larger package and consumes more 
power overall, while the improvement in 
localization accuracy is marginal. 

To obtain the best possible angular 
accuracy when locating a marker, the area 
enclosed by the fiducials should be maxi-
mized. This, however, is limited by the 
available surface area of the HMD and 
occlusion also becomes an issue. Passive 

markers can easily be placed on antennae-
like protrusions; however, this is more dif-
ficult with active markers and the rigidity 
of the system can be challenging to achieve 
(and often adds unwanted weight to the 
HMD). A possible solution would be the 
creation of multi-face markers or the use of 
multiple markers for the localization of the 
HMD. However, the available space is still 
limited by the physical size of the HMD. 
Alternatively, a multi-camera set-up for 
high precision applications could be consid-
ered, but is likely to be relatively expensive. 

In the experiments described above, the 
LEDs were driven continuously and, due 
to the comparatively low efficiency of IR 
LEDs, the heating of an HMD with a large 
number of fiducials might be unpleasant for 
the user. This could potentially be mitigated 
by pulsing the LEDs; however, this requires 
additional efforts from the software side as 
not to lose accuracy. 
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Surface potential decay (SPD) of a corona charged polymeric material is a powerful tool to 
characterise electrical properties such as charge transport, trapping/detrapping and recombina-
tion. Over the years, various predictive simulation techniques have been proposed to describe 
charge transport within the material. Despite recent progress, it appears that there have been 
a few attempts to theoretically interpret the nature of the charge migration on the insulation 
surface. The aim of the present paper is to introduce a new technique with differential evolu-
tion algorithm (DEA) to reveal the steady state surface potential decay experimental results. 
Experimental measurement was carried on a thin film of polyethylene terephthalate (thickness: 
0.5 mm; surface: 50 mm x 50 mm). The domains of variation of the factors used were respec-
tively: 1000 V to 1800 V; 25 to 55 °C; 50 % to 80 %. The simulation results show that compu-
tational modelling and optimization approaches may improve the effectiveness to characterise 
electrical properties of polymers. More importantly, these studies demonstrate that DEA is 
effective and performs better than the experimental design method.

Keywords: Differential evolution algorithm, genetic algorithms, polymers, simulation, 
surface potential decay.
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1. INTRODUCTION

Synthetic insulating polymers are 
widely applied in electrical industry due 
to their excellent electrical, thermal, and 
mechanical properties. In many cases, such 
polymers are used in hostile environments 
where they may be subjected to attack by 
non-ionizing radiations, water, corrosive 
materials, etc. Therefore, their properties 
are deteriorated and a premature ageing of 
the electrical insulation can be observed.

The measurement of the isothermal sur-
face potential decay after charge deposition 
provides a convenient method to investi-
gate the electrical properties of such insu-
lating materials. The main fields of indus-
try source of numerous works on surface 
potential decay are electro optics (photo-
copies and laser printers), electret materials 
and electrical industry for the development 
of insulating polymers for high voltage 
insulation [1]–[4].

During the past two decades, many 
theories have been developed in order to 
explain the kinetics of surface potential 
decay. In a previous paper [5]–[8], experi-
mental measurements on 500 mm thick 
polyethylene terephthalate (PET) samples 
pointed out that the surface potential decay 

is influenced by several factors, including 
the initial potential V0, the duration tc of the 
exposure to the corona discharge, the ambi-
ent temperature θ, and the relative humidity 
RH.

The design of experiment methodol-
ogy has been recently used to optimize the 
process by evaluating instantaneously the 
effects of some factors and their interac-
tions on the process [9]. Recently, model-
ling surface potential decay of polymer 
(PET) by artificial neuron networks [10]–
[12] has been employed for modelling this 
phenomenon. The main objective of the 
present study is to assess the applicability 
of a new technique with differential evolu-
tion algorithm (DEA) to reveal the steady 
state surface potential decay experimental 
results. The novelty of this methodology 
is that it proposes a factorial experimenta-
tion, in which the factors investigated vary 
simultaneously. Simple mathematical pro-
cessing of experimental design data enables 
a rather accurate evaluation of factor effects 
and interactions. Experimental design can 
also be used for determining the relation-
ship between the factors affecting a process 
and the output of that process.

2. EXPERIMENTAL DETAILS

The surface potential decay experiment 
is described in Fig. 1 [6], [8].

The samples with one surface held 
firmly on to an earthed metal plate electrode 
and the other free surface were used. They 
might be charged on their free surface by 
exposure to a corona point discharge situ-
ated above the surface and behind a grid 
electrode. The grid was a fine metal mesh 
situated above the sample surface so that 

a reasonably uniform field might be gen-
erated in the gap between the grid and the 
PET surface [13], [14].

By selecting an appropriate corona point 
and grid potential Vp and Vg, respectively, it 
was possible to charge the polymer surface 
with ions of either sign and to a potential 
value limited by the grid potential Vg.

After charging the turntable was rotated 
under a non-contacting probe. The probe 
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was connected to an electrostatic voltme-
ter (Monroe type), which transmitted data 
to the computer. The surface potential was 
then measured and continuously recorded. 
All operations were controlled by a com-
puter.

Fig. 1. Equivalent electrical circuit of  
photovoltaic module.

All the measurements of surface poten-
tial decay were carried out in situ, in a 
commercial climatic chamber, in which 
humidity and temperature were controlled.  
Experimental measurement was carried out 
on a thin film of polyethylene terephthalate 

(thickness: 0.5 mm; surface: 50 mm x 50 
mm). The domains of factors variation used 
were respectively: 
•	 Initial potential V0: -1000  to -1800 V.
•	 Ambient temperature θ:  20 to 55 °C.
•	 Relative humidity RH: 50 % to 80 %.

A typical family of V(t) curves obtained 
[6] after negative corona at various grid 
potentials, under similar ambient conditions 
(T= 55 °C, RH= 50 %) can be examined in 
Fig. 2. A fast-initial decay of the potential 
can be noticed in all cases, as well as the so-
called cross-over phenomenon [15], [16]; 
the samples initially charged to a higher 
potential displayed a more rapid potential 
decay than those charged to a lower poten-
tial. The fast-initial decay of the surface 
potential might be attributed to the partial 
injection of deposited charges into the poly-
mer bulk under the electrical field generated 
by the charges themselves, and this trend 
was enhanced by raising V0. Once injected 
into the bulk, the charges are expected to 
drift towards the ground electrode under the 
influence of this field. Therefore, the initial 
potential V0 has a stronger effect right on the 
short-term decay rate D500 s than on the long-
term decay rate D3000 s.

Fig. 2. Surface potential decay curves obtained at three values of the initial potential  
V0 at RH = 50 % and θ = 55 °C.
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The protocol of the experimental tests 
carried out is described in Table 1 [6].

Table 1.  Experimental Test Protocol

Factors Responses
No. V0 (V) θ (°C) RH (%) D500 (%) D3000 (%)
1 -1000 20 50 04.88 20.22
2 -1800 20 50 10.37 29.90
3 -1000 55 50 37.59 94.82
4 -1800 55 50 51.46 99.34
5 -1000 20 80 36.51 89.72
6 -1800 20 80 50.84 97.72
7 -1000 55 80 91.30 100
8 -1800 55 80 99.51 100
9 -1400 37.5 65 45.94 76.64
10 -1400 37.5 65 43.93 76.23
11 -1400 37.5 65 42.92 76.08

3. DIFFERENTIAL EVOLUTION ALGORITHM

As a variant of genetic algorithms, the 
differential evolution algorithm (DE) is 
among the most efficient evolutionary algo-
rithms in the field of optimization. DE is 
an optimization technique that iteratively 
modifies a population of candidate solu-
tions to converge it to an optimum of your 
function [17]–[19].

In DE, the solutions are represented as 
a population of individuals (or vectors). 
Each individual is represented by a set of 
real numbers. These real numbers are the 
values of the parameters of the function to 
be minimized, which measures the quality 
of an individual. It is proposed as a simple 
and powerful population-based stochastic 
optimization method, which is originally 
motivated by the mechanism of natural 
selection. This algorithm searches for solu-
tions using three basic operators: mutation, 
crossover and greedy selection. Mutation is 
used to generate a mutant vector by adding 
differential vectors. After that, crossover 
operator generates the trial vector by com-

bining the parameters of the mutated vec-
tor with the parameters of a parent vector 
selected from the population. The main dif-
ference with genetic algorithms is that it lies 
in the construction of better solutions where 
genetic algorithms rely on crossover, firstly, 
while DE is based on a mutation operation 
firstly [20]–[23]. 

Moreover, DE has been proven to be 
quite efficient when solving real-world 
problems [24]–[26]. 

Fig. 3. Block diagram of the DE method.

The main steps of the algorithm are 
organised according to initializations of the 
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population, mutation, crossover (recombi-
nation), and selection (see Figs. 3 and 4). 
These operations are applied for minimiz-
ing the function fobj.

Fig. 4. DE algorithm scheme.

•	 Step 1: We start by generating an ini-
tial population where each individual 
represented by a vector is a candidate 
solution and its elements are randomly 
generated, while ensuring compliance 
with the constraints.

•	 Step 2: A mutant vector is produced 
Vi,t=xr1,t+F(xr2,t – xr3,t ), where xr1,t, xr2,t, 
xr3,t, are three candidate solution vec-
tors, distinct, chosen at random among 
the individuals of the population. F is a 
random variable ∈ [0,2].

•	 Step 3: Vector components between X 
and V are randomly permuted to pro-
duce a test vector U. At least one com-
ponent of V must be exchanged.

•	 Step 4: X is replaced in the population by 
U only if it is a better candidate (i.e., it 
better optimizes the “objective” function).

3.1 Improved DE Algorithm

The standard DE algorithm suffers from 
the fact that it easily falls into the local opti-
mum. In order to get around this problem, 
we advocate two aspects of modification.

The first aspect concerns the diversi-
fication of the initial population through 
the introduction of the chaotic system con-
cept. The second aspect not only improves 
diversification but also speeds convergence. 
Conclusive tests and evaluations were per-
formed on benchmark functions [18].

The first aspect of our proposal is to 
introduce the concept of Chaos [27], [28]. 
Chaos has the property of non-repetition 
and for that it looks for the best solution 
faster than any search strategy that depends 
on the probability distribution. It also has a 
property of ergodicity. The chaotic sequence 
shows a property of ergodicity that facili-
tates research. We use a logistic equation to 
produce the initial population. The logistic 
mapping equation is as follows:

 (1)

(n=1.2…N ; m = 1.2…M),	  

when
xm,n ∈ [0,1] and 0< µ ≤ 4, the system is at 
the chaotic state.

xm,n is transformed according to Eq. (1) 
in order to construct the initial population 
with a size equal to M and a dimension 
equal to N.

 (2)

where
Un and Ln are respectively the upper limit 
and the lower limit of the variables or indi-
viduals in the nth dimension. The produc-
tion of a uniform population using logistical 
chaos mapping can improve the efficiency 
of the algorithm search.

The second aspect relates to the intro-
duction of a crossing operator that combines 
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the target vector X with the mutant vector V, 
according to the following formula:

 (3)

where
α ∈ [0,1]. 
At the moment of selection, we took the 
best individual.

4. PROBLEM FORMULATION

The aim of the study is to find the best 
coefficients of our polynomial which repre-
sents the rate of surface potential decay of 
PET polyethylene. The linear model of the 

system response is a polynomial of the first 
degree, where the response of this process 
is expressed according to three factors.

 (4)

where
y – the answer or the magnitude of interest. It is measured during the experiment and is 
obtained with a given precision;

 – the predicted value of the response to the experimental domain centre;
 – the factor effect of ix ;
 – interaction between factors ix  and jx ;
 – interaction between factors ix , jx , kx .  

4.1 The Objective Function (fobj)

The “objective” function, or fitness, 
associates a value for each individual. This 
value is intended to assess whether an indi-
vidual is better suited than another to the 
environment. This means that it quantifies 
the answer provided to the problem for a 
given potential solution.

This function depends on the error 
between the predicted output of the model 

and the measured experimental value, it is 
defined by the following relation:

 (5)

where
N – the number of experimental tests;
Yi – the answer predicted by the model;
Ymes – the measured answer.

4.2 Initialization

The first step of this algorithm is the 
creation of a population composed of indi-
viduals of determinate size. At first, the 

algorithm initializes individuals by gen-
erating random values for each coefficient 
within given limits.
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4.3 Evaluation

At this stage, we have our initial popula-
tion of 40 vectors and we can now evaluate 
them using our fobj. Although these vectors 
are random points in the function space, 
some of them are better than others. After 

evaluating these random vectors, we can see 
the vector that is the best of the population, 
with minimal fobj, so these values should be 
closer to those we are looking for.

4.4 Mutation and Recombination

We present here how the algorithm can 
find a good solution from this set of random 
values. For each vector X of the population, 
we take from the population randomly three 
other vectors: xr1, t, xr2, t, xr3, t. We start with 
the first initial population vector (called the 
target vector), and in order to select xr1, t, 
xr2, t, xr3, t, we first generate a list with the 
indices of the vectors of the population, 
excluding the current vector (j = 0); we cre-
ate a mutant vector combining xr1, t, xr2, t, 
xr3, t, by calculating the difference between 
xr2, t and xr3, t by adding these differences 
to xr1, t after multiplying them by a ran-
dom mutation factor belonging to l interval 
[0,1]. A larger mutation factor increases the 
search radius but may slow the convergence 
of the algorithm.

In the recombination step, an assay vec-
tor composed of a mixture of elements from 
the mutant vector V and the vector X is cre-
ated. This is done by changing the elements 

at certain positions of the current vector 
with those of the mutant vector. 

For each position, we decide (with a 
probability defined by recomb) whether this 
element will be replaced or not by that of 
the mutant at the same position. To generate 
the crossing points, it is enough to gener-
ate uniform random values ∈ [0, 1] and to 
check if the values are lower than recomb. 
After generating our new test vector, we 
need to evaluate it to measure its quality. If 
this test vector is better than the target vec-
tor X, we replace it with this test vector.

Iteration is accomplished when all vec-
tors of the population have been processed. 
A certain number of iterations are executed. 
After every iteration, the best overall solu-
tion is determined. At the end of the process-
ing, the vector representing the best overall 
solution gives the optimal coefficients that 
minimize the “objective” function.

5. RESULTS

Our approach to solving the problem 
is based on the improved version of the 
differential evolution algorithm that we 
implemented under Python 3.7, using the 
parameters in Table 2.

Figure 5 illustrates the evolution of the 
selective function of the best individual for 

the two time intervals (D500s) and (D3000s). 
We see a rapid convergence towards the 
optimal solution.

In addition, we highlight good accuracy 
of the solution in that the error rate is low 
(2.77428 % and 1.79136 %).
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Table 2. Parameters of DE 

Parameters Value
Iteration number with D3000   7000
Iteration number with D500 4000
NP: individual number 40
mutate: probability of the 0.8
recomb: probability of the crossover 0.6

Fig. 5. Evolution of the value of fobj according to the number of generations (D500s) and (D3000s) using DE.

Once the coefficients are determined, 
the following mathematical models are 

established:

 (6)

 (7)

Examination of the coefficients of the 
two polynomial models in the two time 
intervals shows that the effect of the initial 
potential factor is less important in rela-
tion to the factors: temperature and relative 
humidity. These have a significant effect on 
the rate of SPD.

Figure 6 shows iso-response SPD rate 
curves (D500s, D3000s) as a function of tem-
perature and relative humidity, at V0 = 
-1400V, highlighting the important role of 
these factors and the role of the interaction 
between them.

This figure shows the importance of 
temperature and humidity effect on the 
SPD. It is clear that the two parameters act 
on the same phenomenon but differently. 
The effect of temperature appears during 
the first moments of the decay while the 
effect of humidity is more widespread over 
time. The mobility of the electrons strongly 
depends on the temperature, hence, the 
appearance of the injection phenomenon 
from the first moments. This can mean that 
the action of humidity intensifies the SPD, 
while the temperature accelerates it.
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Fig. 6. SPD rate predicted by DE as a function of temperature and the relative humidity  
RH:(D500 s) and (D3000 s).

Moreover, the predicted response curves 
computed with Eqs. (6) and (7) and repre-
sented in Figs. 7 and 8 can also determine 
the influence of each factor on the response 
by plotting the variation of the responses 

according to the factors. In each case, the 
other two variables are held constant and 
equal to their central values V0 = -1400 V, Ɵ 
= 37.5 °C, RH = 65 %.

Fig. 7. Predicted responses (D500) with DE according to factors: V0 and RH.
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If we consider the effect of each factor 
on the DPS rate, we note that the fall is very 
important, it depends strongly on the tem-
perature and the relative humidity for the 
first linear model, D500s (see Fig. 7).

This behaviour can be explained by 
the fact that at the first moment of mea-
surements the high decay rate and conse-
quently the high sample unloading speed 
can be attributed to the charge injection 
mechanism. The injected charges are sub-
ject to the local field, which will drive them 
towards the rear face. In the long term 
D3000s (500s–3000s) (Fig. 8), it seems that 

the effect of both factors whether it is tem-
perature or relative humidity on the DPS 
becomes less important than the short term 
D500s.

It is also important to note that the 
recorded surface potential decline is more 
significant, especially in the first moments 
of measurement (~ 500s). For long periods, 
a very slow or even stationary decline is 
observed, it is possible that the charges do 
not have enough energy to be injected into 
the volume of the material. The deep states 
of the surface permanently trap part of the 
deposited charge.

Fig. 8. Predicted responses (D3000)  
with DE according to factors: (V0, and RH).
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6. VALIDATION

Let us recall that we divided the experi-
mental data set into two parts: the first part, 
which represents 80 %, was used for the 
determination of the coefficients by the 
improved differential evolution algorithm 
(DEA). The remaining 20 % was used to 
validate our model. By replacing the three 
factors in the found mathematical models, 
one calculates the rate of decline Dt of the 
corresponding (D500s and D300s), then one 
compares it with the experimental one. 
The results obtained (see Table 3) show a 
very slight difference, which signifies a 
very good quality of the results obtained 
and hence the efficiency of our algorithm 
that improves differential evolution opti-
mization method. Therefore, both models 

fit well the experimental data, and enable 
accurate prediction of the surface potential 
decay rate.

Compared to the results obtained by 
genetic algorithms, it is quite clear that 
the improved differential evolution algo-
rithm more accurately determines the rate 
of potential decay for the two periods D500s 
and D3000s. 

In order to show the superiority of our 
approach, we compared the results obtained 
by applying genetic algorithms with those 
obtained by our technique. This superiority 
is materialized as much by the execution 
time as by the precision of the results. Table 
4 illustrates this comparison.

Table 3. Validation Results of Mathematical Models with DE

Predicted value Experimental value Precision Excution time
D500 44.52516 45.94 0.9692 52 s
D3000 73.08340 76.64 0.9535 95 s

Table 4. Validation Results of Mathematical Models with GA

Predicted value Experimental value Precision Execution time
D500 38.87431 45.94 0.8461 112 s
D3000 67.33452 76.64 0.8806 185 s

Fig. 9. Evolution of the value of fobj according to the number of  
generations (D500 s) and (D3000 s) obtained by  GA.
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Figure 9 illustrates the evolution of 
the “objective” function by the number of 
generations. It shows that in the short term 
(D500s) the genetic algorithm reaches the 
best solution in the 1500 generation after 

112 s. In the long term (D3000s), the algorithm 
reaches the best solution at the 3200 genera-
tion after 185 s; this is much compared to 
that obtained by our DEA algorithm.

7. CONCLUSION 

Applications in electrical engineering 
use insulation systems that are often a lim-
iting factor in performance, especially for 
service life or voltage withstand; hence, 
they need to be improved and there should 
be an opportunity to predict their lifetime.

In this study, we defined the mathemati-
cal model of SPD characterisation, to which 
we applied the improved and adapted dif-
ferential evolution algorithm. It allowed 
not only quantifying the effect of each 
factor but also determining the interaction 
between them. The developed algorithm 
has a great flexibility of use and may handle 
large problems. It has been proven powerful 
for optimizing complex functions and can 

work well in problems where other tech-
niques cannot be used.

Compared to the genetic algorithm, 
it exhibited lower computation time than 
that of the genetic algorithm. Moreover, it 
allows for a better result in terms of preci-
sion and estimation of the coefficients of the 
mathematical models for the problem of the 
decline in surface potential.

This leads to the belief that in the future 
our modified version of the differential evo-
lution algorithm will be able to solve prob-
lems related to modelling and optimization 
of experimental work with increased com-
plexity (non-linearity).
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