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The paper provides simulation results for SUP (Stand Up Paddle) board appendage resis-
tance. Additional propulsion is added to the SUP board. It is equipped with a waterjet. The 
waterjet is attached to the board rudder. This increases the drag coefficient for rudder five 
times. To reduce the drag variable, design options for the waterjet duct were proposed. The 
simulation tests were performed using SolidWorks Flow software using two types of simula-
tions, namely, the pressure on the body and the flow around the body. The objective was to 
streamline the bluff duct of the waterjet and thus to create the appendage design with minimum 
drag force from fluid flow and possibly greater Inlet Velocity Ratio. Calculations showed that 
rounding-off the edges of waterjet duct resulted in 35 % of drag coefficient reduction, while 
further streamlining reduced it by additional 10 %. 

Keywords: Drag coefficient, propulsion, resistance, SUP board, waterjet.

1. INTRODUCTION

This study is the first part of a project 
aimed at designing the optimal waterjet to 
motorise the SUP (Stand Up Paddle) board.

The idea of motorising SUP boards for 
leisure activities is lucrative for two rea-
sons. First, it provides existing users with 
new experience. It allows relaxing on the 
water and organising adventurous board 

trips for longer distances. Second, it attracts 
new users previously not interested in SUP 
boarding due to the slow motion of the 
board or the necessity to paddle actively to 
get propulsion.

Motorising the leisure activity brings in 
the dilemma, as discussed in a book by Jen-
nings devoted to Motorised Water Sports [1]. 
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It is necessary to consider damage to the 
local environment. Yet, the author stresses 
that motorised boards provide a lot of posi-
tive emotions, broadens tourism offerings 
and, as a result, provide economic benefits 
for local and regional community [1].

The goal of the project is to attach a 
waterjet to the SUP fin (rudder). There 
could be three fins installed on one board, 
but the design with one fin is more usual. 
This project involves two teams working 
together. The team of electrical engineers is 
responsible for the selection of motor and 
control system for propulsion. The team of 
mechanical engineers is responsible for the 
design of propulsion components. The first 
challenge for the mechanical engineers is to 
evaluate the hydrodynamic resistance of the 
attached object and to choose a design with 
least resistance because unmodified rudder 
is a very slender object with low frontal 
resistance. On the other hand, resistance 
should be evaluated together with the pro-
pulsion capacity. 

The handbook on practical ship hydro-
dynamics states that propulsion and resis-
tance are complex problems, and to solve 
them a CFD analysis is preferred [2]. In 
ship hydrodynamics theory, rudder is one 
of the appendages. The resistance of the 
appendages under service conditions is 
tested separately or not tested at all. If the 
appendage size is small compared to the 
ship, one would expect an error in resis-
tance calculation to be small. The chapter 
“Resistance and Propulsion” of the book [2] 
states that the significance of the resistance 
created by appendages depends on their size 
compared to the ship size. Thus, the more 
complex appendages are installed on the 
floating object, the more important it is to 
evaluate their resistance. For the CFD study 
on submarines, Shariati et al. showed that 
the total resistance of a submarine increased 
by fitting appendages on it [3]. The authors 

used Star CCM+ software, developed using 
a finite volume method. In that study, the 
major influence of appendage resistance 
was detected on the viscous part of the total 
resistance, while wave making resistance 
was not affected significantly [3]. 

The SUP board is a small craft com-
pared to ships. As noted by Carlton [4], for 
small craft propellers are usually considered 
a simpler and lighter propulsor. However, in 
this project a waterjet propulsor was chosen 
as a safer option compared to an open shaft 
propeller. Since a SUP board for tourism is 
mainly used on the rivers, a propulsor needs 
to be protected from the water plants. Some-
times the bottom of the board is floating 
very close to the underwater stones. Thus, 
the case or duct of the waterjet is supposed 
to be the barrier, which saves propulsion 
from potential damage. Propeller could still 
be used as a SUP board propulsor; however, 
a duct is needed to protect it. In fact, Coo-
per et al. [5] suggest that a waterjet could be 
considered a special type of ducted propel-
ler. Majority of test procedures for waterjet 
propulsion and propellers are currently the 
same [6].

The typical SUP board weights around 
13–14 kg. Depending on the style and size, 
there could be lighter versions starting 
from 7 kg and some as heavy as 18 kg. The 
added mass of a propulsion system should 
be small enough to ensure that buoyancy is 
not disrupted.

The waterjet is attached to the SUP fin 
(rudder) in the following way: the fin is cut 
into two parts, and the waterjet is in between 
– far enough from the SUP board to provide 
space for the charging battery. The waterjet 
case is a barrier for water plants, fish and 
stones. As a negative aspect, it is a barrier 
to the water as well. As noted in the review 
paper [7], efficient inlets for the waterjet are 
crucial for the successful performance of 
the system. The task is, therefore, to choose 
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the design option balancing between the 
ease of manufacturing and efficiency. 

In this study, we investigated the drag 
force exerted on the appendage using Solid-
Works Flow Simulation software. Two 
types of simulations (type 1 – the pressure 
on the body; type 2 – the flow around the 
body) were tested and compared for accu-
racy and computational time. Albeit com-
puter simulations are time consuming, the 
importance of CFD modelling specifically 
for waterjets is stressed in the Procedures of 
the Specialist Committee on Validation of 
Waterjet Test [7]. The Specialist Commit-
tee published a review on updated literature 
about Intake Design and Analysis [7]. The 
authors in [7] quoted the analysed waterjet 
inlets for large watercrafts, yet their research 
stressed the importance of CFD simulations 
and provided guidance on proper boundary 
conditions to be applied to a model. 

Bulten in his PhD thesis [9], quoted in 
reference book [4], compared numerical 
methods used by waterjet industry lead-
ers Wärtsilä Propulsion Netherlands BV 
and he found that the simplified method to 
describe waterjet installations was not cor-

rect because existing computer programs 
did not calculate the influence of the hull 
in the vicinity of the waterjet inlet and the 
pressure distribution acting on the stream 
tube [9]. 

The hypothesis of this study stated that 
optimising the shape of the waterjet would 
improve the efficiency of the proposed pro-
pulsion solution. The hypothesis was based 
on the theory provided by Hoerner [10]. 
Hoerner showed that rounding-off edges 
in blunt shapes was not perfect (compared 
to a complete streamlining procedure) but 
still efficient method to reduce a drag coef-
ficient. Results section showed that this 
hypothesis was true. Rounding-off edges 
provided 35  % of drag coefficient reduc-
tion, and additional reduction of 10 % was 
obtained after applying a streamlining solu-
tion.

Waterjet in operation induces reac-
tion forces and moment and waterjet/hull 
interaction stern force [11]. These forces 
are out of scope of this research paper, but 
the velocity effect will be discussed in this 
paper.

2. THEORY

Forces Acting on the Body

According to the goal of this study, the 
hydrodynamic resistance of the modified 
rudder should be minimised to ensure pro-
pulsion efficiency. In this study, we mini-
mise it by reducing the drag force.

Following the equation from fluid 
mechanics fundamentals on the external 
flow [12], the drag force acting on a body is 
given by Eq. (1):

	  (1)

where  – drag force,   or ;  – 
fluid density,  ;   – relative velocity, 

;   – a drag coefficient, dimensionless;  
 – a frontal area of the body,  . The term 

 is called dynamic pressure [12].

Figure 1 demonstrates the forces acting 
on the SUP board and a person standing on 
it. The SUP board, a person standing on it 
and a paddle a person holds are moving in 
two media – the water and the air, respec-
tively.
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Fig. 1. The forces acting on the SUP board (green colour), the person driving the board (skin colour) and  
SUP board appendage, including the waterjet (red colour) attached.

According to Eq.  (1), the drag force 
depends on the frontal area of the body. Fig-
ure 1 suggests that the area of the modified 
rudder (red coloured area) would be small 
compared to the area of the person (skin 
coloured area). On the other hand, water 
density is more than 800 times greater than 
the air density [12]. Therefore, the append-
age under water increases the total drag 
force of a SUP board more than the append-
age above the water would do. It is also 
desirable to minimixe the drag force for 
the appendage because it would lessen the 
stresses on the attachment of the SUP fin 
to the board. We acknowledge that manu-
facturers of SUP boards do not design the 
attachment of the fin to experience great 
frontal drag force, and therefore knowl-
edge about the drag force experienced by 
appendage is of special importance.

In the water medium, the hydrostatic 
pressure and resulting buoyancy force are 
dominant. The hydrodynamic drag and lift 
forces are acting on a board, but for such 
a slender body as a SUP board the shear 

force acts nearly parallel to the flow direc-
tion, and thus their contribution to the lift is 
small [12]. The drag force for such a slender 
body is mostly due to the skin friction drag, 
which is tangential force [10] and is also 
relatively small. Therefore, for the stream-
lining purposes we will analyse the hydro-
dynamic pressure locally on the fin, where 
the waterjet is attached (see the red circle on 
Fig. 1). Results show that adding a waterjet 
duct to the fin increases fivefold the drag 
force a flowing fluid exerts on a body in the 
flow direction.

The part of resistance force that is 
related to pressure is called the pressure 
drag or form drag because of its strong 
dependence on the form or shape of the 
body [12]. The pressure field of the SUP 
board causes deformation of water surface, 
and a wave system originates behind the 
board. The wave making resistance force 
is acting normal to the body as shown in 
Fig. 1. Since we focus on the drag force of 
the immersed part, wave making resistance 
is out of scope in calculations.

Waterjet Design

According to the handbook on propul-
sion systems, the waterjet design could be 
simplified to three main components: an inlet 
ducting, a pump and an outlet or nozzle [4]. 

The physics of waterjet propulsion is 
described in reference book [13]. It states 
that water is drawn through a ducting sys-
tem by an internal pump. The pump adds 
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energy to water and it is expelled from the 
ducting system at high velocity. The unit 
thrust is primarily generated as a result 
of the momentum increase imparted to 
water [13]. The mathematical expression 
for the description above is provided by 
Carlton [4] as shown in Eq. (2):

	  (2)

where  – propulsor thrust produced by the 
system, ;  – density of the water,  ; 

 – a cross-sectional area of the nozzle,  ; 
 – velocity of the water leaving the sys-

tem, ;  – velocity of the water entering 
the system,  .

No matter how efficient the internal 
pump is, there are going to be some per-
formance losses caused by flow distortion 
on the intake. To minimise inlet losses, this 
paper focuses on the inlet design. The inlet 
ducting consists of tunnel, inlet and sup-
porting structures [4]. Equation (2) sug-
gests that achieving more thrust requires 
greater difference between the water inlet 
and outlet speed. Thus, outlet nozzle should 
be designed to produce a greater speed of 
the water leaving the system, while the inlet 
design, on the contrary, should ensure the 
water entering speed to be possibly close 
to the floating object speed. To describe 
the inlet efficiency, the term “inlet velocity 
ratio” is commonly used.

Inlet Velocity Ratio (IVR)

The Specialist Committee on Validation 
of Waterjet Test Procedures [7] suggests 
using abbreviation IVR (Inlet Velocity Ratio) 
when describing intake working point.

The IVR is calculated according to 
Eq. (3) [4]:

	         (3)

where  – the water inlet velocity,  ;  – 
the craft velocity,  .

Following Eq.  (3), as the water inlet 
velocity decreases due to some constructive 
barrier, the IVR decreases and the flow rate 
through the waterjet decreases. 

Boundary Layers

A boundary layer is a thin layer of vis-
cous fluid close to the solid surface of a wall 
in contact with a moving stream. The flow 
velocity at the wall is zero [10], since the flow 
“sticks” to the wall because of its viscosity. 

According to Ledoux et  al. [14], jets 
form “a special group of mixing boundary 
layers” because there are an outer bound-
ary layer and an inner boundary layer, and 
therefore Ledoux et al. [14] suggest using a 
numerical approach for jet problems.

The behaviour of differently shaped 
objects in the flow was presented by Vutu-
kuru et al. [15]. The authors used ANSYS 

software to study the interaction forces for 
the five different forms of the prism, and 
“boundary layers set to stair stepping with 
maximum of 7 layers” were used for each 
shape. The results of the study suggested 
that the pressure in the suction zone along 
the boundary layer was independent of the 
shape of the object with sufficient accuracy 
(about 2 %), and one could assume “a con-
stant pressure in the boundary layer of the 
flow suction zone at low speeds” [15]. Con-
sidering the results above, in this study we 
focus on the resistance independent of the 
boundary layer.
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3. NUMERICAL MODELLING AND SIMULATION

One of the goals of the project is to 
develop a full-scale prototype of the waterjet 
using available 3-dimensional (3D) printing 
techniques and to test it in the water. Mean-
while, before the optimal design parameters 
are known, the tests were performed using 
SolidWorks Flow simulation software. The 
3D simulation, performed in SolidWorks 
Flow Simulation, discretizes the time-
dependent Navier-Stokes equations and 
solves them on the computational mesh. 
More details are provided in the section 
“Mesh Size”. 

The simulation to obtain a drag coef-
ficient for the rudder with the waterjet 
attached was performed twice; namely, the 
simulations of two types were completed. 
The first type (further referred to as Type 
1) was the simulation of the pressure on the 
body. This simulation focused on the pres-

sure zone on the appendage. The pressure 
is simulated as a vector acting on the fron-
tal area.  The second type of the simulation 
(further referred to as Type 2) was simu-
lation of the flow around the body, and it 
focused on the pressure distribution on the 
whole surface of the object (the uniform 
body). The convergence goal (a variable 
to calculate from the fluid flow) was the 
force  (see Eq. (1)). The initial condition of 
fluid flow inlet velocity was specified to be 
2.5 m/s. It was expected that the simulation 
of Type 2 would provide higher precision. 
However, we found out that for the specific 
study of a drag coefficient, results of both 
simulations were very close, while simula-
tion of Type 1 provided results faster, and 
the results were easier to analyse. Detailed 
comparison is provided in the Results sec-
tion.

Rounding-off Edges and Streamlining

The waterjet cover and rudder are opti-
mised in SolidWorks software to reduce 
resistance force from the  fluid flow. The 

part subjected to analysis was an intake 
chamber – motor cover as shown in Fig. 2. 

Fig. 2. The fin and waterjet view before modifications and after rounding-off edges and 
streamlining in SolidWorks.
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Figure  2 shows the sequence of the 
modifications made to the fin and the opti-
mised design of the waterjet. The area 
marked by red circle shown on the append-
age is further streamlined – for the chosen 
optimal design of the fin, the drag coeffi-
cient for different fin lengths (from L1 to 
L2) is studied. The difference in fin length 
is demonstrated in Fig.  2 as circle A and 
circle B. In circle A, the fin is shorter than 
appendage connection (L1), in circle B the 

length of the fin is prolonged to the maxi-
mum value that appendage connection per-
mitted (L2 = L1 + 30 mm). For the stream-
lining study, the simulation of flow pressure 
was performed with a step (difference in 
fin length) of 5 mm, starting with ~0 mm 
(L1) and up to 30 mm (L2). The results of 
the drag coefficient dependency on rudder 
length are shown in Fig.  7 (simulation of 
Type 1).

Mesh Size

For meshing the model, SolidWorks 
Flow Simulation uses a technique called the 
Finite Volume Approach. For the simula-
tion of fin without a waterjet, the generated 
mesh consisted of 2.76‧105 cells, for a simu-

lation with a waterjet – it contained more 
than 7‧105 cells. The local mesh is intended 
for resolving the mesh around the highest 
pressure in the frontal cylindrical region. 
An example of the mesh is shown in Fig. 3.

Fig. 3. The illustration of the mesh size.

Figure  3 provides the example of the 
front cut plot of initial global mesh domain 
with refinement level four (4), zoomed view 

for local mesh at cylindrical part in front (red 
frame–a)) and bottom (yellow frame–b)) 
planes.

4. RESULTS AND DISCUSSION

The three-dimensional finite element 
simulation results are given in this section 
to illustrate calculation of drag coefficient. 

Figure 4 shows the selected results from the 
simulation of Type 1 (the pressure on the 
body). 
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Fig. 4. The pressure on the front surface and resulting drag coefficient for original blunt body,  
body after round-off edges and streamlined body.

The example of results for the simula-
tion of Type 2 (the flow around the body) is 
given in Fig. 5. The complete animation for 

the flow around the body is available con-
tacting the corresponding author.

Fig. 5. The example of the simulation of the flow around the body. Frontal pressure distribution and streamlines.

Drag Coefficient and Resulting Force

Simulation of the pressure on the body 
showed that the drag coefficient for the fin 
without a waterjet attached was only 0.078. 
Drag coefficient increased to 0.4 as the 
waterjet was added.

The results obtained from simulations 
for the fin with a waterjet attached are 

summarised in Fig.  6, where the design 
of blunt body (Fig.  4a) is indicated with 
orange markers, and the improved design 
of streamlined body is indicated with blue 
markers. The second-order polynomial 
approximation is used for the streamlined 
body results. 
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Figure  6 shows that rounding-off the 
edges of waterjet duct reduces the drag coef-
ficient from 0.4 to 0.27–0.22 depending on 
the length of the appendage. It means that 
the reduction of drag from 35 % to 45 % is 
achieved, so rounding-off edges is strongly 
suggested during manufacturing. Mean-
while, further streamlining of design results 
in 10 % reduction of drag coefficient (see 
Fig. 2 for illustration of difference between 
the appendage length from L1 to L2 = 30 
mm), so it is recommended to apply it, if 
manufacturing capacity permits. Figure  6 

shows a summary of the average drag coef-
ficient, obtained from the simulation of 200 
iterations in SolidWorks software. Please 
refer to Fig. 7 for a complete illustration of 
drag coefficient simulation. 

According to Fig.  6, the average drag 
coefficient and drag force decrease as the 
fin length increases, but for the fin length, 
which equals 30 mm (this limit is set by the 
size of the attachment), the gained decrease 
is almost equal to design of 25 mm, so the 
further streamlining attempts would be less 
efficient.

Comparing the Drag Coefficient Results from Two Simulation Methods

In this study, two types of simulations 
were performed to predict the drag coeffi-
cient. The first type of the simulation was for 
the pressure on the body. The second type 
of the simulation was for the flow around 
the body. The results slightly differed for 
both methods because for the simulation 

of Type 2 on the flow around the body the 
mesh size was smaller. Figure 7 illustrates 
the difference of simulation results for the 
drag coefficient change during the simula-
tion of the pressure and simulation of the 
flow. 

Fig. 7. Drag coefficient values from simulation results for each iteration in SolidWorks – comparison of the 
drag coefficient values calculated from pressure and from the flow around the body.
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To compare measurement results from 
the two simulations, zeta-scores test [16] 
for the design of ~0 mm prolongation (no 
streamlining) was performed. For the simu-
lation of Type 1 (the pressure on the body), 
the mean value (from all iterations of the 
simulation, including instability region) of 
the drag coefficient was 0.27, while for the 
simulation of Type 2 (the flow around the 
body) the mean value was 0.3. Uncertainty 
at standard deviation level, , was calculated 
to be 0.08 and 0.11 for simulation of Type 
1 and Type 2, respectively. The absolute 
value of the zeta was calculated to be 0.22. 
It is below 2, which means that the results 
are not in disagreement. From this analysis 
we concluded that the simulation of Type 1 
should be preferably used to explore differ-
ent design options because it required less 
time to complete. For comparison, the sim-
ulation of Type 2 takes around 17 hours on a 
standard laptop computer, while simulation 

of Type 1 could be completed in a couple of 
hours. Thus, for the study of the drag coef-
ficient the simulation of pressure is explicit 
enough. The simulation of Type 2 on the 
flow around the body should be used when 
more information about the changes of the 
drag coefficient in time is needed.

The data in Fig.  7 suggest that during 
the simulation of the flow around the body 
the following phenomena occur: as the flow 
first meets the rudder, the drag coefficient is 
larger, then it drops to its lowest value, but 
then it remains stable. 

The simulation of the flow around the 
body could later be used for further studies 
of vortexes around the body. The flow sim-
ulation is also helpful to describe the cavi-
tation effects that may occur in the pump 
or in the intake during operation of the ves-
sel. Cavitation does not affect the powering 
characteristics, but it causes possible ero-
sion effects [7].

Inlet Location

After the study of uniform body is com-
pleted, the analysis of the best inlet position 
could be discussed. According to Eq.  (3), 
the inlet should be located to allow for 
maximum water inlet velocity. The design 
that is easy to manufacture requires water 
entering the jet through the grooves cut on 
the side of the tunnel. This design has a dis-
advantage – the flow from the sides is small 
compared to the flow from the front plane. 
The dark blue colour on the sides of the tun-
nel in Fig. 4 indicate that the pressure on the 

sides is the smallest; therefore, the amount 
of water entering the inlet from the side will 
be much smaller than the amount of water 
entering the inlet from the front.

 Therefore, we propose creating the 
waterjet inlet at the front of the tunnel, 
and in order to protect the various internal 
waterjet components, to fit it with a guard-
ing mesh, keeping in mind the following 
principle – the finer the guarding mesh of 
the inlet, the better protection.

The Velocity Effect on the Drag Coefficient

For the purpose of simulation, the 
velocity was estimated to be 2.5  m/s or 
9 km/h, which resulted from the estimation 
of SUP board moving speed. According 
to the external flow theory, the drag coef-
ficient depends on the Reynolds number, 
specifically below 104. At higher Reynolds 

numbers, the drag coefficients is expected 
to remain constant [12]. In this study, 
Reynolds number was calculated to be Re 
~475000; therefore, the obtained drag coef-
fcient would be similar for moving speeds 
that differed from the assumed speed. When 
the waterjet is in operation, the speed of the 



13

board increases, but given the Reynolds 
number calculated the drag coefficient will 

not differ significantly.

5. CONCLUSIONS

1.	 Simulation results showed that waterjet 
added to the rudder accounted for signif-
icant frontal resistance. The drag coef-
ficient of the rudder without a waterjet 
was only 0.078. It increased to 0.4 as 
the waterjet was added. Drag coeffi-
cient was reduced to 0.23 by choosing 
the optimal design of the waterjet duct.

2.	 Rounding-off the edges of waterjet duct 
accounted for 35 % of drag coefficient 
reduction compared to the initial blunt 
design, so this improvement was worth 
applying the necessary manufactur-
ing effort. The further streamlining 
accounted for additional 10 % decrease 
in drag coefficient. In total, 45  % of 
drag coefficient could be obtained by 
working on the design of the waterjet 
frontal plane.

3.	 The study showed that predicting the 
drag coefficient for the appendage in 
water could be done via two types of 
the simulation in SolidWorks Flow. The 
first type of simulation was the pressure 
on the body. The second type of simula-
tion was the flow around the body. Both 
simulations provided clear results and 
the trends were in a good agreement. 
The results slightly differed because 
for the simulation of Type 2 the mesh 
size was smaller. Simulation of Type 1 
required less computational time and 
was therefore preferable for the study of 
the drag coefficient. Simulation of Type 
2 is preferred when the drag change 
in time and vortices around the body 
should be studied.
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To increase the sensitivity and efficiency of a gas sensor, nanostructured ZnO and Co3O4 

layers were obtained by hydrothermal synthesis directly on the electrode surface, eliminating 
the use of binders. Scanning electron microscope images showed that the resulting nanostruc-
tured coatings were characterised by good adhesion to the surface and high porosity, which 
opened up the possibility of their further use in the process of developing a gas sensor. The 
efficiency of the obtained nanostructured coatings and their sensitivity at room temperature 
to various concentrations of CO2 were determined. The resistance curves of the samples were 
obtained as a function of gas concentration in the chamber, for Co3O4 and ZnO nanostruc-
tures. 

Keywords: Cobalt oxide, gas sensors, metal oxides, nanowires. 

1. INTRODUCTION

Increasing demands for environmental 
protection and requirements for more effi-
cient production management have pro-
moted the development of various types of 
gas sensors [1], the most popular of which 
are chemical sensors [2]–[4]. The most 
important function of these sensors for 
human health is monitoring the quality of 
atmospheric air, and measuring air compo-
sition changes [5]–[8]. Due to spatial con-

straints of the measurements, portable gad-
gets can quickly and most accurately define 
air composition and measure its change 
[9], [10]. For this purpose, gadgets based 
on metal oxides are widely used [11]–[15]. 
These sensors are resistive, wherein the 
electrical conductivity of the polycrystal-
line semiconductor film changes over time, 
according to gas concentration. Depending 
on the type of gas and the type of sensor 
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conductivity (p-type or n-type), the resis-
tance of the sensitive layer changes [16]–
[23].

In some cases, for the development of 
this type of sensor, it is necessary to use 
additional heaters, as the process of chemi-
sorption on a semiconductor surface can be 
dependent on temperature [24]–[27].

The signal of a resistive gas sensor is 
the integral magnitude, which corresponds 
to the content of different gases in the atmo-
sphere, either oxidants or reductants. The 
process of interaction of sensing materi-
als with gases includes: adsorption; sur-
face chemical reactions; mutual diffusion 
of the components into the crystallites of 
the semiconductor; and desorption of the 
reaction products [28]. Chemisorption and 
reaction on semiconducting metal oxide 
surface lead to a change in concentration of 
charge carriers on the surface layer of the 
semiconductor. The transformation of the 
chemical signal (charge carrier concentra-
tion change on the surface) into integral 
conductivity of the sensing material is pro-
vided by transport of charge carriers [29]–
[31]. The microstructure of the sensitive 
layer (particle size, existence and size of 
intracrystalline bridges, diameter and value 
of the pores, unit surface area) affects both 
processes on the surface and transport of 
charge carriers. It is expected that semicon-
ducting nanostructured metal oxides show 
highly sensitive electrophysical properties 
and reactivity. This occurs due to much 
more developed surface area and larger 
number of active bonds of nanostructured 
coatings compared to smooth surfaces [32].

Recently, screen printing has been one 
of the most common methods of prepara-
tion of nanostructured electrodes [33]–[37]. 
This method involves the nanostructure 
preparation as powder, then mixing the 
powder with a binder that provides adhe-
sion to the surface. The obtained mixture 

is coated on the electrode surfaces via a 
specific sieve. This method is simple and 
allows for the production of electrodes with 
different sizes and shapes; however, it has 
some disadvantages, such as the necessity 
to use polymers as binders. The polymer 
structures prevent the formation of highly 
porous films and limit the diffusion of the 
detected gas in the sensing layer.

Limitation of diffusion substantially 
decreases the working area of the electrode, 
and consequently leads to a reduction in 
sensitivity. This problem may be resolved 
by the use of the hydrothermal synthesis 
method, wherein the nanostructures grow 
directly on the surface of the electrode [38]. 
The growth of the nanostructures occurs via 
physical and chemical processes in aque-
ous solutions, at temperatures lower than 
100 °C. Due to the relatively low tempera-
ture of the process, there are many options 
for substrate materials: any chemically 
inactive surface can be coated by the nano-
structures, including textiles and plastics. 
The hydrothermal method surpasses other 
methods in terms of diversity of the obtained 
morphologies: shape, size and nanostruc-
ture orientation can be changed by variation 
of the growing conditions, such as concen-
tration and compound of the reagents, pH 
of the reaction media, and temperature and 
time of growth [39], [40].

Cobalt oxide (Co3O4) is a p-type semi-
conductor. Generally, this type of conductiv-
ity in metal oxides exists due to excess oxy-
gen in the crystal structure (oxygen atoms 
can substitute some metal atoms, or may be 
situated in internodes). Thus, there are inner 
accepting states which form positive charge 
carriers (holes) after capturing electrons. In 
an air environment, the surface of the semi-
conductor can adsorb additional particles of 
oxygen (localised external acceptor states), 
and this process increases the concentra-
tion of charge carriers (holes) near the sur-
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face,  i.e., it forms a layer where the holes 
are accumulated. Gaseous oxidants, such as 
O2, O3 or NO2, enhance this effect, whereas 
gaseous reductants, such as CO, H2 or CH4, 
affect the system by decreasing the amount 
of negative charge carriers, leading to a 
decrease in conductivity [41], [42]. 

It is known that the chemisorption and 
desorption of oxygen significantly affect 
the conductivity of sensing nanomateri-
als. In air, there is a large concentration of 
O2 molecules, which adsorb on the metal 
oxide (n-type) semiconductor surface. The 
O2 molecules capture electrons from the 
conduction band and become O2- ions. As 
a result of this process, an electric field 
develops near the semiconductor surface. 
This field reduces the number of free elec-
trons, forming a near-surface impoverished 
layer. In the case of a reduction in O2 (e.g., 
air pumping out of the system), the con-
centration gradient rises near the n-type 
semiconductor surface. In this case, the 
concentration of chemisorbed oxygen on 
the semiconductor surface layer becomes 
higher than in the outside atmosphere, and 
the O2 molecules would desorb from the 
semiconductor surface layer into the out-
side atmosphere. The captured electrons 
would, thus, be released from the O2- ions 
and return to the conduction band, increas-
ing the density of charge carriers. Under a 
continuous decrease in pressure, more O2 
molecules will be released, decreasing the 
thickness of the impoverished surface layer. 
As a result, the resistance of the sensor ele-
ment will decrease, and conductivity will 
grow, accordingly [42], [43]. The opposite 

effect would be observed if a p-type semi-
conductor were used as the sensor. During 
the pumping out of air, the released elec-
trons would recombine with holes, decreas-
ing the density of charge carriers. As the 
pressure decreases, the conductivity of the 
sample increases, accordingly.

Resistive sensors with p-type conduc-
tivity can have much more favourable char-
acteristics, particularly degree of sensitivity. 
For n-type semiconductors, the surface and 
volume components of the conductivity are 
defined by the same charge carriers (elec-
trons). In the case of p-type semiconduc-
tors, the surface and volume components 
of the conductivity are defined by different 
type of charge carriers (electrons and holes), 
and, as a result of their recombination, the 
change in conductivity is more significant 
[44]. The interaction between CO2 and 
nanostructured surfaces allegedly occurs by 
a different mechanism than for O2 [30]. A 
CO2 molecule has more stable atomic struc-
ture, and does not have a free electron pair 
for bonding. At low temperatures, water 
molecules react with CO2 to form carbon-
ate (CO3

2-) ions on the metal oxide surface 
via several intermediate products, including 
bicarbonate ions (Eqs.  (1)–(4)) [45], [46]. 
At high temperatures, CO2 molecules react 
with surface O2- ions directly to form CO3

2- 
ions without intermediate products (Eq. (5)) 
[47]. Thus, the consumption of electrons 
by CO2 molecules during interaction with 
metal oxide surfaces leads to a decrease in 
film conductivity, and can be used for CO2 
detection.

	  (1)

	  (2)

	 (3)
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	  (4)

	  (5)

The aim of this study was to obtain 
porous and nanostructured films of cobalt 
and zinc oxides via hydrothermal meth-

ods, and to examine the film efficiencies as 
working electrodes in CO2 gas sensors, at 
room temperature.

2. METHODS AND MATERIALS

Pectinate-type electrodes were used as a 
base. The electrodes were deposited on glass 
surfaces via magnetron spattering though a 
thin chrome mask (Kurt J. Lesker). The elec-
trode dimensions were 1.0 x 1.5 cm.

For increasing nanostructured film adhe-
sion and ordering in the coating, the chrome 
electrodes were first coated with a seed 
layer. For the Co3O4 seed layer formation, 
a 0.005 М solution of (CH3COO)2Co•4H2O 
(98  % pure, purchased from Sigma-
Aldrich) in ethanol (99.5 % pure, purchased 
from Chempur) was used as the precursor, 
and coated onto the electrode by a dipping 
method. Excess solution was removed by 
flowing nitrogen stream. Afterwards, the 
samples were placed in an oven at 350 ºС 
for 20 min, where thermal decomposition 
of the (CH3COO)2Co•4H2O layer to form 
Co3O4 occurred. The seed layer of ZnO was 
prepared using the same method. A 0.005 
М solution of Zn(CH3COO)2•2H2O (98 % 
pure, purchased from Sigma-Aldrich) in 
ethanol was used as the precursor. Anneal-
ing was carried out at 250 ºС for 20 min.

For the growth of nanostructures, the 
samples were placed in a stainless steel 
holder, with the seed layer downside. This 
positioning was used in order to protect 
the working surfaces from interaction with 
collateral nanoparticles, which fall as pre-
cipitates during the chemical reaction. The 
holder with the samples was deposited in 
heat-resistant glass with a cover, and filled 

with the working solution. The growth pro-
cess was carried out in an oven under the 
following conditions: 
•	 For Co3O4 nanostructures, an equi-

molar aqueous solution 0.1 M in 
Co(NO3)2•6H2O (98 % pure, purchased 
from Sigma-Aldrich) and 0.1 M in 
carbamide (CH4N2O) (98 % pure, pur-
chased from Sigma-Aldrich) was used. 
The oven temperature was 95 ºС, and 
exposure time was 5 h. Afterwards, the 
samples were washed several times 
with distilled water, and dried under a 
flowing nitrogen stream. The samples 
were then annealed at 450 ºС for 1 h. 
The annealing process could be veri-
fied visually by the colour change of the 
films, from pink to black.

•	 For ZnO nanostructures, an equi-
molar aqueous solution 0.1 M in 
Zn(NO3)2  (98 % pure, purchased from 
Sigma-Aldrich) and 0.1 M in hexameth-
ylenetetramine (CH2)6N4 (98  % pure, 
purchased from Sigma-Aldrich) was 
used. The oven temperature was 90 ºС 
and exposure time was 3 h. Afterwards, 
the samples were washed several times 
with distilled water, and dried under a 
flowing nitrogen stream. As a result, 
white matt films were observed.

Smooth thin films of cobalt oxides were 
deposited on glass substrate via magnetron 
sputtering (Kurt J. Lesker). As a target, 
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99.9  % purity Co was used. The process 
was conducted in oxygen-argon atmosphere 
(20 % O2/80 % Ar), using 300 W discharge 
power and a sputtering time of 15 min. As 
a result, the thickness of the films was 500 
nm. 

The surface morphology of the sam-
ples was studied using a scanning electron 
microscope (TESCAN-Maya3). The chem-
ical composition of the samples was deter-
mined using an INCA x-act energy disper-
sive spectrometer (Oxford Instruments). To 
determine the sample structure and phase 
composition, X-Ray Diffraction (XRD) 
spectra were recorded using a SmartLab Cu 
Kα (λ = 1.543Å) diffractometer (RIGAKU) 
with parallel beam geometry, using an addi-
tional Ge(220)×2 monochromator.

Measurements of the dependence of 
electric resistance of the Co3O4 film samples 
on gas mixture composition (and pressure) 
were conducted in a specialised chamber 
(Kurt J. Lesker), at room temperature (21 
°С) and relative humidity of 26 %. During 
the measurement, air was pumped out (pres-
sure reduction from atmospheric [760 Torr] 
to 0.1 Torr), and then  atmospheric air was 

pumped back into the chamber. The same 
experiments were performed using other 
gases, namely CO2 and О2 (99 % pure, pur-
chased from Linde). During the pumping 
processes, measurements of pressure and 
electrical resistance of all nanostructured 
films were conducted. 

In the following experiments, the depen-
dence of the sample resistance on the CO2 
concentration in the gas mixture was deter-
mined. Air from the chamber was pumped 
out down to 0.1 Torr, and then atmosphere 
air was pumped into a calculated pressure 
Pair. The pressure Pair was lower than atmo-
spheric, and the pressure difference was 
compensated for by pumping CO2 into the 
chamber until pressure reached 760 Torr. 
Experiments were conducted for air-CO2 
mixtures using CO2 mass fractions rang-
ing from 0.001 to 10,000, corresponding to 
molar (volume) concentrations of CO2 of 
650 to 997 000 ppm. During the pumping 
processes, the resistance of the nanostruc-
tured samples of Co3O4 and ZnO was mea-
sured. To determine the nanostructured film 
relative efficiency, resistance measurements 
of the plain Со3О4 film were also conducted.

3. RESULT AND DISCUSSION

The SEM images and X-ray diffrac-
tion graph of the Co3O4 nanostructures are 
shown in Fig. 1.

Fig. 1. SEM images and X-ray diffraction graph of Co3O4.
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Figure 1 shows that the Co3O4 film 
consists of vertical, oriented, long (about 5 
µm) strip-type nanostructures. Due to their 
small thickness relative to their length, the 
nanostructures lose their vertical alignment 
during their last stage of growth. Also, pos-
sibly due to their weight, the stripes lay 
chaotically, intertwining and forming a 
complicated net of porous labyrinths. The 
X-ray diffraction analysis did not show any 

other compounds besides Co3O4. It can be 
observed on the diffraction graph that the 
sample has a high amorphous background 
and relatively low peak intensity. This is 
characteristic of nanostructures obtained by 
the use of carbamide, as observed in previ-
ous studies [48].

The SEM images and X-ray diffraction 
graph of the ZnO structures are shown in 
Fig. 2.

Fig. 2. SEM images and X-ray diffraction graph of ZnO. 

The ZnO film consists of strictly 
ordered, vertically aligned nanorods with a 
distinctive hexagonal prism form, approx-
imately 2 µm in length. Due to the lower 
length-to-thickness ratio, relative to the 
Co3O4 nanostructures, the ZnO rods retain 
their vertical alignment during the entire 
growth process. However, it is clear that the 
porosity of the ZnO nanostructures is much 
lower than for Co3O4. 

The X-ray diffraction analysis did not 
show any crystalline compounds besides 
ZnO. On the diffraction graph, the distinc-
tive peak corresponding to the (002) plane 
can be seen. The intensities of other peaks 
are significantly lower than the (002) peak, 
confirming the dominant orientation of the 
nanostructures in the vertical direction. The 
amorphous background of the film is low, 
indicating a high degree of crystallinity. 

Study of the Resistance Dependence of the Co3O4 Samples on Gas Mixture 
Composition and Concentration

 

  
Fig. 3. (a) Dependence of Co3O4 sample resistance on gas pressure during air pumping from the chamber; (b) 
dependence of Co3O4 sample resistance on gas pressure during gas (air, CO2, O2) pumping into the chamber.
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During the first pumping-out of air, 
down to 175 Torr (Fig.  3(a), red line), 
the resistance of the sample significantly 
reduces (approximately 23 %). Afterwards, 
when the pressure reduced from 175 to 0.1 
Torr, an increase in the sample resistance 
can be observed. The resistance “pit” in 
the graph may be explained by the release 
of adsorbed water and gas molecules from 
the sample surface. The increase in sample 
resistance as the pressure decreases fur-
ther may be due to the same mechanism as 
described above; that is, the sensor sensi-
tivity to the pressure of O2-containing gas 
atmospheres. During the pumping-out pro-
cess, electrons which have been released 
during oxygen desorption recombine with 
holes. The amount of free charge carriers 
decreases, and the resistance grows.

During the second pumping-out pro-
cess (Fig.  3(a), blue line), the same resis-
tance pit is not observed – the sample does 
not adsorb atmospheric water, and only the 
oxygen desorption process influences the 
change in resistance. The plot shows an 
11 % increase in resistance during the first 
stage of the pumping-out process, and a 
relatively fast stabilisation of the resistance 
due to the equilibrium stage. 

The pumping-in of CO2 to 0.1 Torr in 
the chamber (Fig. 3(b), blue line) leads to 
an increase in sample resistance up to 4 %. 
The mechanism of CO2 adsorption on the 
metal oxide nanostructures is as described 
in the introduction.

The pumping-in process of O2 to 0.1 
Torr in the chamber (Fig. 3(b), black line) 
leads to a sharp decrease in sample resis-
tance. This phenomenon may be explained 
by the formation of an ionic layer on the 
sample surface. O2 plays a major role in the 
adsorption process, due to its high electro-
negativity and electron pairs, which help it 
to adsorb on the surface. Diatomic oxygen 
molecules act as electron acceptors, going 

through an ionisation process and forming 
the ionic layer on the sample surface, assist-
ing in the sorption of other gas molecules.

Electrons on the metal oxide surface act 
as the active centre for adsorption of atmo-
spheric O2. O2 from the environment dif-
fuses to free sectors of O atoms on the metal 
oxide surface, accepting one or two free 
electrons. In this way, the chemisorption 
of O2 molecules decreases electron mobil-
ity, leading to a decrease in conductivity of 
the n-type materials, and diminishing the 
adsorption activity centre ability to further 
bind other particles from the atmosphere.

The pumping-in process of air up to 
0.1 Torr in the chamber (Fig. 3(b), red line) 
leads to an increase in sample resistance up 
to 3 %, which later decreases to 15 %, rela-
tive to the starting resistance of the sample. 
This may be explained by the fact that air is 
a mixture of gases, containing both O2 and 
CO2. In this case, the adsorption of CO2 in 
the presence of O2 occurs. As mentioned pre-
viously, O2 additively promotes other mole-
cule sorption into the system, and, thus, the 
distinctive CO2 peak can be observed at low 
concentrations of air during pumping-in. At 
high pressure, sorption of O2 becomes the 
dominant process, and the distinctive resis-
tance decrease because O2 resembles the O2 
pumping-in plot (Fig. 3(b), black line).

The dependence of relative change of 
sample resistance on CO2 amount, for both 
Со3О4 nanostructures and plain films, is 
shown in Fig. 4. 

It can be seen that the nanostructured 
sample shows a higher relative resistance 
with higher CO2 amount than the plain film. 
The difference becomes especially distinc-
tive at mco2/mair = 1 and above, and the maxi-
mum ratio of 78 %. Higher performance of 
the nanostructured sample is explained by 
the difference in the working surface area. 
In the case of the plain film, the gas con-
tacted only with the top of the surface, but 
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in the nanostructured sample, the gas mol-
ecules penetrated between the nano-strips, 
and made contact with the pore surfaces, 

significantly increasing the amount of active 
bonds involved in the sorption process. 

Fig. 4. Dependence of the relative change of different Co3O4 sample 
resistances on CO2 amount in the chamber.

Figure 5 demonstrates the dependence 
of sample resistance changes on CO2 

amount in the chamber for metal oxides 
with different types of conductivity.

Fig. 5. Dependence of the relative change of the Co3O4 and ZnO 
sample resistances on CO2 amount in the chamber.

In the case of Co3O4 (p-type semi-
conductor), the resistance grows with an 
increase in CO2 amount, with the opposite 
trend occurring in the case of ZnO (n-type 
semiconductor). The curves confirm both of 
the mechanisms described above, namely, 
the mechanism of adsorption of CO2 for 
different type of semiconductors and the 
mechanism of changes of semiconduc-

tor conductivity in the case of varying O2 
concentration in the air-gas mixture. The 
response magnitudes for both samples are 
approximately the same. This indirectly 
proves that the sensor sensitivities do not 
depend on the material conductivity type, 
but are defined by the existence of nano-
structures (sample porosity and total sur-
face area).
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4. CONCLUSIONS

In this study, nanostructured samples 
of Co3O4 and ZnO were obtained by the 
hydrothermal method. The nanostructured 
samples showed a response to addition of 
CO2 to a gas chamber, and the response 
was dependent on pressure. These observed 
effects demonstrate the potential use of 
these materials as working elements of 

resistive gas sensors.
The nanostructured samples of Co3O4 

demonstrate higher resistance changes dur-
ing increasing CO2 concentration compared 
with smooth films of the same material, 
making the nanostructured material more 
attractive for sensor preparation.
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In this paper, calculations of 3D parameter Vm (material volume) of surfaces with irregu-
lar roughness and comparison with experimental data were performed, with further application 
of this parameter in calculations of wear intensity. First, using Mountains Map software for 
profilometric measurements, 3D roughness processing and determination of material volume 
Vm at specific relative levels γ were performed. The next step was an additional analysis of 
the distribution of surface ordinates using a theoretical and experimental Laplace function. 
The given check confirmed that for mostly surfaces with irregular roughness the ordinate dis-
tribution corresponds to the normal Gaussian distribution law, but in cases when the asym-
metry of the ordinate distribution function goes outside the permissible limits (|∆Ssk|> 10%), 
errors> 10 % occur. On this basis, the mathematical formula of the material volume Vm was 
derived, and the obtained calculations were compared with the measured values. The results 
showed that the calculated values of the parameter Vm were very close to the experimental 
data (|∆Vm|<10 %), while at the relative level γ=+3, errors occurred that was related to the 
deviation from the normal distribution law. It was concluded that the given parameter could be 
used in the calculations of linear wear intensity, knowing the relative level γ.

Keywords: 3D roughness parameters, friction, material volume, wear.
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1. INTRODUCTION

Nowadays, the issue of surface wear 
does not lose its relevance because all the 
time designers and technologists are trying 
to find effective solutions to increase the 
wear resistance of surfaces. As it is known, 
the wear intensity is influenced by several 
factors / parameters: the material and its 
properties, load, lubrication conditions, 
and roughness. The surface quality is very 
important in this regard because the type of 
surface treatment and the roughness param-
eters largely determine the service life of 
the friction pair.

Surfaces for the friction pairs of the 
machine apparatus mainly are treated 
with abrasive materials, which ensure the 
required surface smoothness and accuracy. 
Surfaces, after such treatment, are charac-
terised by irregular arrangement of micro-
irregularities, and roughness parameters for 
such surfaces are calculated using normal 
random field theory [1].

At this time, Standard ISO 25178-2, 
which defines 3D surface roughness param-

eters, does not give a complete picture of ​​
the physical meaning of these parameters. 
No relationships are shown between the 
surface roughness parameters, which would 
help determine the factors that affect a par-
ticular parameter and the way they can be 
changed / improved.

In the calculations of linear wear inten-
sity, one of the important roughness param-
eters is the volume of the deformed mate-
rial. To determine it, the following tasks 
have been performed in the given study:
1.	 Compliance check of the ordinate dis-

tribution function of surfaces with 
irregular roughness to the normal distri-
bution law using an additional method – 
Laplace function analysis.

2.	 Determination of roughness parameter 
Vm at different relative levels γ in the 
Mountains Map software.

3.	 Output of parameter Vm, comparing the 
calculated and experimental values.

4.	 Calculations of linear wear intensity 
using the roughness parameter Vm.

2. SURFACE ORDINATE DISTRIBUTION 

In the given study, six different surfaces 
were studied: flat ground, polished, lapped, 
shot peened, sandblasted and after electro-
erosion.

As it was mentioned above, surface 
roughness after treatment with abrasive 
materials was irregular. For this type of sur-
face, it is important to check compliance 
with the normal distribution law in order 
to make further calculations. In scientific 
works [2], the compliance of surface ordi-
nate distribution function to the normal dis-
tribution law was substantiated using such 
criteria as:

1.	 asymmetry Ssk of the surface ordinate 
distribution function;

2.	 the excess Sku of the surface ordinate 
distribution function;

3.	 Pearson criterion;
4.	 correlation function.

An additional criterion that can be used 
to solve this issue is the Laplace function, 
which represents the area of a material at a 
given level c (in percent).

In the general case, the Laplace func-
tion is expressed by Eq. (1):

.	  (1)
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The parameter given in the standard 
ISO 25178-2 is defined as a ratio of the area 

of the material at a height c to the evalua-
tion area (Fig. 1).

Fig. 1. Areal material ratio:
X – areal material ratio Smr(c), in percent; Y – height; a – level c; b – reference plane [3].

The graph of the Laplace function can 
be constructed for any of the studied sur-

faces at the levels c, using Eq. (2):

	  (2)

where 	 A – nominal surface area, mm2; c – level, µm; Sq – root mean square height, µm.

	  (3)

where 	 γ – relative level. γstandart=3, 2, 1, 0, -1, -2, -3.

Using the Mountains Map software [4], 
the area of the material at the relative lev-
els γ = +3, +2, +1, 0, -1, -2, -3 was deter-
mined for the studied surfaces.  In Table 1, 
the calculated and measured values of the 

parameter Smr(c) for a flat ground surface 
were summarised and the absolute error 
was calculated. The calculated values of 
this parameter are fully compliant with the 
Laplace function indicators.

Table 1. Comparison of Theoretical and Experimental Values of  
Roughness Parameter Smr(c) for Flat Ground Surface

γ Smr(c)calc, % Smr(c)measured, % |∆Smr(c)|, %
+3 0.13 0.12 8.30
+2 2.28 2.20 3.30
+1 15.87 17.30 9.04
0 50.00 47.90 4.20
-1 84.13 85.40 1.50
-2 97.72 97.80 0.08
-3 99.87 100.00 0.14
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In Fig.  2, the graphical representation 
of the experimental values of the parameter 
Smr(c) and the Laplace function are shown. 
It can be concluded that for the given sur-

face the distribution of ordinates very 
exactly corresponds to the normal distribu-
tion law and falls within the deviation range 
of +/- 10 %.

Fig. 2. Graphical representation of the calculated and experimental values ​​of the parameter Smr(c).

In turn, for the other studied surfaces 
there are deviations from the standard val-
ues of the Laplace function at the upper rel-
ative levels γ= +2 and +3 (Fig. 3). The value 
of the absolute error ∆Smr(c) is greater than 
10 % in several cases. This result is influ-

enced by the asymmetry Ssk of the surface 
ordinate distribution function. The experi-
mental values of Smr(c) at Ssk>0.05 and Ssk 
<-0.05 differ from the theoretical ones by 
up to 60 %.

Fig. 3. Influence of asymmetry Ssk of ordinate distribution function on absolute error |ΔSmr|.

3. CALCULATION OF MATERIAL VOLUME Vm 

The volume of the micro-irregularities of 
the rough surface above the level c is a very 
important feature in the calculations of the 
contact deformation. The volume of surface 
material at a given level expresses the amount 

of deformed material in the friction process.
The average volume of material can be 

obtained analogously to the surface profile 
area by integrating the surface cross-sec-
tional area A(c) at levels c [5].
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	  (4)

Due to the fact that

	  (5)   

the mathematically expected value of the material volume, taking into account Eq. (2), will 
be equal to:

	  (6)

	 (7)

	 (8)

Expression (8) indicates that the mate-
rial volume Vm varies depending on the rel-
ative level γ. As γ changes from -∞ to + ∞, 
the material volume increases. At γ values 

-∞ <γ <-1, it can be considered that the vol-
ume of deformed material practically does 
not change according to the linear law.

Fig. 4. Topography of a flat ground surface.

In Fig. 4, a flat ground surface is vis-
ible, the ordinate distribution of which cor-
responds to the normal Gaussian distribu-
tion law, which was justified in the previous 
paragraph. For a given surface Vm calcula-
tions were performed at different levels c 
subtracted from the mean plane. Theoretical 
values of material volume ​​were calculated 
according to Eq. (8), while the experimental 
data were obtained by Mountains Map soft-

ware, using a function “slices” to generate 
a surface divided into two parts – material 
and voids. In Fig. 5, the material volume is 
marked in grey colour, and void volume – 
in black. By selecting the required level, it 
is possible to obtain the required Vm val-
ues. In addition, this function represents the 
area of ​​the material at a given level, which 
corresponds to the values ​​of the param-
eter Smr(c).
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Fig. 5. Representation of surface material and void volume at level c.

Table 2 shows the calculated and experi-
mental values ​​of parameter Vm and their 
comparison in the form of absolute error 
for the flat ground surface. At all relative 
levels, except the highest (γ =+3), the calcu-
lated values ​​coincide very precisely with the 

experimental data, and the absolute error falls 
within the range of +/-10 %. The discrepancy 
at the relative level γ=+3 arises because the 
Ssk value of the ordinate distribution func-
tion has a large deviation (> 10 %) from the 
standard values ​​of normal distribution law.

Table 2. Comparison of Theoretical and Experimental Values of  
Roughness Parameter Vm for Flat Ground Surface

γ Vmcalc, mm3/mm2 Vmmeasured mm3/mm2 |ΔVm|, %
+3 1.50E-08 1.08E-08 28.03
+2 3.33E-07 3.24E-07 2.74
+1 3.27E-06 3.46E-06 5.90
0 1.56E-05 1.57E-05 0.38
-1 4.25E-05 4.23E-05 0.39
-2 7.87E-05 7.87E-05 0.04
-3 1.18E-04 1.18E-04 0.33

Graphically, the experimental and 
theoretical values ​​of the parameter Vm are 
shown in Fig. 6. In the graph, we can see 

only those levels, at which deformations 
during friction can actually occur depend-
ing on the applied load [6].

Fig. 6.  Graphical representation of the calculated and experimental values ​​of the parameter Vm.
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Calculations of material volume Vm 
and comparison with experimental data 
were performed for all six studied surfaces 
to understand the extent to which the asym-
metry of the ordinate distribution function 
affected the results. From the data in Table 

3, it can be concluded that very large errors 
between theoretical and experimental val-
ues occur at the relative levels γ = +2 and 
+3; it is also related to the deviations of the 
asymmetry Ssk. 

Table 3. Influence of Asymmetry Ssk of Ordinate Distribution Function on Absolute Error |ΔVm|

No.
Nr.

Type of surface 
treatment Ssk

|ΔVm|, % 
γ=+3 γ=+2 γ=+1

1 Flat grinding 0.051 28.03 2.74 5.9
2 Lapping 0.039 14.50 0.28 1.16
3 Sand blasting -0.196 2.53 23.55 8.95
4 Electro erosion -0.176 53.79 40.79 9.26
5 Shot peening -0.026 17.42 1.31 1.31
6 Polishing -0.247 98.41 86.76 3.83

4. CALCULATION OF WEAR INTENSITY JH

In the given study, the analysis of the sur-
face contacting process was performed using 
the equivalent surface. The application of 
such a method for solving engineering tasks 
has been justified in several studies [5]–[7].

In general, there is a direct deformation 
of the material volume Vm in the contact 
zones, but it will not localize in a specific 
volume, but will spread deeper in the body 
of the micro-irregularity. In turn, it is sub-
stantiated that the deformation spread factor 
at the deeper layers of the material can be 
disregarded.

According to [8], the linear wear inten-
sity Jh is determined by Eq. (9):

	  (9)

where	Vm – material volume, mm3/mm2;
n – a number of cycles to failure;
d – contact length, mm;
Aa – nominal contact area, mm2.

In Eq.  (10), the roughness param-
eter Vm, which expresses the amount of 
deformed material, is figured out. Knowing 
the relative level γ, this parameter can be 

easily determined for any surface. In turn, 
at the beginning of solving an engineering 
task, it is important to determine how the 
micro-irregularities of the studied surface 
will be deformed.

The contact area to a greater extent is 
characterised by the ability of surface micro-
irregularities to be elastically deformed, 
what can be described by the contact type 
criterion CC [6]. The calculation formula 
of CC includes roughness parameters – Sa, 
RSm and material mechanical properties – 
micro-hardness and elastic constant:

	  (10)

where	RSm – an average step of micro-
irregularities, mm;
θ – elastic constant of material, m2/MN;
Hμ – surface microhardness, N/mm2;
Sa – arithmetic mean height, µm;

	  (11)

where	μ – Poisson’s ratio;
E – elastic modulus, MN/m2.	
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If the value of the contact type criterion 
is >1.7, then the condition of elastic defor-
mation is fulfilled, but if CC <0.7, the con-
tact is plastic.

Accordingly, depending on the type of 
contact, the level of deformation can be 
expressed by the following equations:

	 (12)

	  (13)

where 	 F1,2(γ) – tabulated functions [8];
q – load, MN/m2;
kelast, plast – a coefficient that depends on the 
anisotropy of the surface (the parameter Str);
θsum – total elastic constant of material, 
m2/MN.

The total elastic constant is calculated 
according to the following equation:

	  (14)

The number of cycles to failure also 
depends on the type of deformation – elastic 
or plastic, and nel and nplast can be expressed 
by the equations:

	  (15)

  (16)

where	e0, σ0 – extrapolated values of the 
fatigue curve, MN/m2;
k – constant depending on friction-fatigue 
characteristics, k=3(1+μ); 
f – coefficient of friction;
tel, plast – fatigue curve parameters;
σT – material yield strength, N/mm2;
r – mean summit curvature [1], mm-1;
Sz – max height of surface, μm;
ε – relative convergence, mm-2.

  (17)

	 (18)

Determination of the wear intensity 
according to Eq.  (9) requires the study 
of the contact size, which is expressed as 
the length of the actual contact area in the 
direction of friction. According to [8], the 
mathematically expected value of the con-
tact length E{d} is determined by the equa-
tion:

	  (19)

Linear wear is expressed by the follow-
ing formula:

	  (20)

where Ltr – a friction path, μm;

	  (21)

where	V – traverse speed, m/min;
t – working time, st.

Thus, knowing the output calcula-
tion data: roughness parameters, physical-
mechanical, friction-fatigue and construc-
tive characteristics of friction pair materials, 
it is possible to calculate the linear wear 
intensity according to Eq. (9). In this study, 
wear calculations for a lathe friction pair 
guide-table (Fig. 7) were made. 

Fig. 7. Friction pair guide – table.

Table 4 summarises the data on the 
material characteristics of the friction pair, 
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as well as tabulated values ​​of different coef-
ficients. In this example, the wear intensity 

was calculated for the sliding guide – the 
part that absorbs the load during contact.

Table 4. Output Data of Friction-Pair Guide-Table for Wear Intensity Determination 

Parameters

Cast iron 300 ISO 185

Guide Table

Units Steel С45 
EN 10083-2

Roughness param-
eters

Sa 0.24 0.24 μm
Sq 0.3 0.3 μm
RSm1 0.12 0.12 mm
RSm2 0.6 0.6 mm
Str 0.22 0.24 -
Vm 1.19‧10-6 - mm3/mm2

Sz 2.25 - μm

Physical-mechanical 
characteristics

E 1.3‧105 2.1‧105 MN/m2

μ 0.25 0.3 -
Hμ 1800 1960 N/mm2

Friction-fatigue 
characteristics

σ0 1600 - MN/m2

tel. 6.45 - -
f 0.1 -
k 3.75 -

Constructive charac-
teristics

q 0.5 MN/m2

V 0.5 m/min
t 5000 st.

1.	 First, the elastic constant of the material was determined according to Eq. (11):

2.	 The contact type criterion CC according to Eq. (10):

	

It can be assumed that in this case the elastic contact is provided (CC> 1.7).

3.	 The relative level γ according to Eq. (12) in the case of elastic contact is determined as 
follows:

where kelast = 0.4562 – a tabulated value obtained at Str = 0.12 / 0.6 = 0.2 [8].



36

In turn, the total elastic constant of the contact is equal to:

4.	 In this case, the calculated relative level γ = 2.3 [8].

5.	 The mean summit curvature is equal to:

6.	 The relative convergence was determined by Eq. (18):

7.	 The number of cycles to failure was determined by Eq. (15):

8.	 The value of the contact length is equal to:

9.	 The volume of the deformed material according to theory will be equal to:

10.	The linear wear intensity was determined by Eq. (9):

11.	The friction path was determined by the traverse speed and working time:

12.	The linear wear was determined as follows:

In addition, calculations were per-
formed using the measured values of rough-
ness parameters Vm and Str (Table 4). The 

linear wear intensity  and lin-
ear wear h=0.35 µm. The absolute error in 
both cases is less than 10 %.
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5. CONCLUSIONS

The study investigated the dependence 
of linear wear intensity Jh of the surface on 
the volume of the material Vm, the surface 
texture index Str and the arithmetic mean 
height Sa. In addition, the obtained equa-
tion of the material volume Vm contains 
such parameters as Sq – the root mean 
square height and the level c. To check 
the theoretical relationships of the param-
eter Vm, roughness measurements were 
performed using a 3D measuring equip-
ment Taylor Hobson Talysurf Intra 50. The 
Mountains Map software was used to pro-
cess the obtained data. A comparison of the 

theoretical values ​​and experimental data 
shows that the absolute error of the surface 
material volume |∆Vm| at the relative level 
γ=+3 in some cases reaches 100 %, at the 
level γ=+2 - |∆Vm| <45 %, at lower levels - 
|∆Vm| <10 %, what can be explained by the 
asymmetry of the surface ordinate distribu-
tion function.

Calculations of linear wear intensity Jh 
show that the offered roughness parameters 
Vm, Str and Sa simplify the calculation of 
wear because using measured values, it is 
not necessary to calculate each parameter 
separately.
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1. INTRODUCTION

Temperature forecast data are of impor-
tance in different fields, such as agriculture, 
tourism, hydrology, and construction for 
heating, ventilation, and air conditioning 
system operation in the buildings.

Many meteorological services provide 
information about forecast temperatures for 

exact place or region. However, this does 
not mean that temperature forecast is avail-
able for each point on the Earth. In some 
cases, the temperature information is used 
for the nearest available place. 

The main problem from the perspec-
tive of meteorological data consists in their 
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inherent uncertainty due to the stochastic 
nature of atmospheric processes, imperfect 
knowledge of initial conditions of weather 
model and modelling errors. To solve this 
problem, the authors of the study propose 
using Kalman filter (KF), which will gather 
the data from the meteorology service. Tem-
perature information is based on the outputs 
of special weather models or weather data 
numeric analysis. It is impossible to fore-
cast the temperature values that would be 

equal to the observed ones using weather 
models. Therefore, there is a certain level 
of deviation from the observed tempera-
ture. This will be demonstrated in Section 
II. Section III will give possible analytical 
presentation of temperature forecast errors. 
Section IV defines KF based algorithm for 
temperature data processing. The results 
of temperature data processing will be dis-
cussed in Section V.

2. RELATED WORKS

Perera discussed the energy saving 
potential in residential buildings in Norway 
using the developed mathematical model 
[1]. Research did not use Kalman filtering, 
but the author’s method obtained a good 
approximation to model parameters.

One of the widely used techniques for 
improving numerical weather forecast is 
model output statistics (MOS). It works 
well but cannot account for every local 
effect and does not correct systematic errors 
from numeric weather prediction (NWP) 
model [2]-[4].

Another technique for improving 
weather forecast is based on regression 
equation development. This algorithm is 
called PERFECT PROG. The drawback of 

perfect program is its inability to correct 
biases of forecast data [5]-[7]. 

Kalman filter based algorithm is natu-
rally designed to eliminate systematic 
errors, and it easy integrates forecast data 
based on NWP model, which considerably 
simplifies the core of the algorithm. The last 
leads to a decrease in the data processing 
time.

Despite a large number of valuable 
research papers describing different types 
of weather forecast algorithm, there is no 
weather forecast system that could be inte-
grated into existing buildings using predic-
tions and ensuring corrections in air tem-
perature forecast within next three hours.

3. TEMPERATURE FORECAST ERRORS

The temperature forecasts for Riga, Lat-
via, were provided by Eurometeo or Gisme-
teo. Local temperatures measurements were 
obtained from meteorological station Riga 
(University).

 Figure 1 presents daily evolution of the 
measured and forecast (Eurometeo) tem-
peratures in January 2018 for Riga. The dif-
ference between the observed and forecast 

temperatures is well observable. This dif-
ference can be interpreted as a temperature 
forecast error. Distribution of this forecast 
error is shown in Fig. 2. 

Figure  3 presents distribution of the 
temperature forecast errors for March. The 
bias and the standard deviation of tempera-
ture forecast errors for January, February, 
and March are shown in Table 1.  The fore-
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cast errors values are changing randomly 
within a certain range of temperatures. In 

addition, there is non-zero bias for error 
values.  
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Fig. 1. The temperature observations and forecasts (www.eurometeo.ru) for Riga from 8 to 15 January 2018.
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Fig. 2. The distribution of the temperature forecasting error for Riga. 

Kalman filter (KF) can be suggested 
to process forecast temperature data for 
decreasing a systematic forecast error [1]–
[5]. As an output of temperature model 
(temperature prediction) is available from 
various meteorological services, there is no 
need to develop temperature model for KF.  
This simplifies the algorithm development 

process and increases the data process-
ing speed. The measured temperatures are 
available in time series data for the needed 
period. Thus, the advances in weather fore-
cast processes allow considering the KF 
algorithm for data processing from another 
perspective and obtaining valuable results.
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Fig. 3. The distribution of the temperature forecasting error for Riga. 

Table 1. Statistical Parameters of the Temperature Forecasting Error

Errors January February March
Bias of the forecast error, °C 0.7520 0.5960 0.6859
Std. deviation of the forecast error, °C 3.2512 1.9958 1.4479

4. ANALYTICAL DEFINITION OF THE FORECAST ERROR

It was shown in [1], [4] that the fore-
casting error can be represented in function 
of the forecast temperatures:

where αn – corresponding regression coef-

ficients, ε – a temperature forecast error.

The advantages of Eq. (1) are possible 
forecast error non-linearity and integration 
of such a measurement model in the updat-
ing stage of linear KF. The regression coef-
ficients are the system states of KF.

5. KALMAN FILTER DEFINITION

The Kalman filter is an estimation algo-
rithm that provides optimal estimates for 
the system state. The algorithm uses infor-
mation about deterministic and statistical 
properties of the system and direct and indi-
rect measurements. 

The basic elements of the KF algorithm 
are system state vector, Xk; error covariance 

matrix, Pk; system noise covariance matrix, 
Qk; system model, Φk; measurement vector, 
Zk; measurement noise covariance matrix, 
Rk; and measurement model, Hk.  

The system noise covariance matrix 
describes uncertainty of the true values 
of the system states. The error covariance 
matrix describes uncertainty of the state 
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estimates. The system model describes 
evolution of the states and error covariance 
matrix during discrete time step, k, of KF 
operating. In the present case, there is no 
knowledge how system states are changing 
over the time; therefore, the state transition 
matrix is a simple identity matrix. The sys-
tem noise covariance matrix will be a diag-
onal matrix, as it is assumed that there is 
no correlation between system noises of the 
states. The values of such a diagonal covari-
ance matrix can be increased to account for 
possible unknown dynamics of the analysed 
system. The measurement vector consists 
of only one element – difference between 
locally observed or measured tempera-
ture and temperature forecast. If the qual-
ity of the data measurement is unknown, 
the diagonal elements of the measurement 
noise covariance matrix can be increased. 
Normally, this matrix describes statisti-
cal properties of the temperature sensor. In 
the present case, this property is unknown; 
therefore, the values were defined empiri-
cally. The measurement model describes 
relation between the system state and the 
measurement vector. Measurement vec-
tor is defined as difference (forecast error) 
between forecast temperature Tmo and 
observed temperature Tme. The polynomial 
of n degree describes the relation between 
the forecast error and forecast temperature 
using regression coefficients αn [1].

 The KF c algorithm has two steps – 
prediction and updating (or correction). 
During the prediction step, the algorithm 
estimates the error covariance matrix and 
system states.  As the state transition matrix 
is an identity matrix, the predicted states 
for next time step are equal to the corrected 
states from the previous time step [7], [8]. 
During updating steps, the system states are 
corrected using the observed temperature 
information. The error covariance matrix is 
updated as well. The set of the equations of 

KF is given below:

where Kk – Kalman gain matrix, Pk – state 
uncertainty covariance matrix, Hk – mea-
surement sensitivity matrix, Rk – measure-
ment noise covariance matrix, Φk – state 
transition matrix, Qk – system noise covari-
ance matrix,  – state estimates.

The corresponding state vector is 
defined as Xk=[α0,k α1,k α2,k], where α – a 
regression coefficient. The degree of poly-
nomial equals two. It was observed that 
when using higher degrees (three and more) 
of polynomials, considerable estimation 
error deviation appears. A similar conclu-
sion was obtained in [1]. Initial values for 
regression coefficients were set to zero. 

Taking into account Eq.  (1), the mea-
surement sensitivity matrix was defined as:

The diagonal values for covariance 
matrices were defined during data process-
ing trials by KF in order to achieve decrease 
bias and standard deviation for the tempera-
ture forecast error. The corresponding diag-
onal elements of the covariance matrices 
were defined within a value range from 0.4 
to 1.4 for the measurement noise and from 
0.01 to 0.1 for the system noise. 

Algorithm steps are shown in Fig.  4.  
Three-hourly (at 2:00, 5:00, 8:00, 11:00, 
14:00, 17:00, 20:00, 23:00) temperature 
forecast (external data) for Riga was pro-
vided by Eurometeo (www.eurometeo.
ru) or Gismeteo (www.gismeteo.ru). The 
corresponding local temperature measure-
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ments were obtained from the meteorologi-
cal station in Riga for the same hours as the 
forecast. These data were processed by KF 
and the regression coefficients, α0, α1 α2, 
were evaluated as a result. The time of the 
processing step for prediction and updat-
ing stages was equal to 3 hours. Correction 
error (ε) was calculated by the algorithm 
and added to the temperature forecast value 
for the next time step. Then, cubic interpo-
lation for corrected temperature data series 

was made in order to obtain temperature 
forecast for each hour (output data).  

The functionality of this algorithm was 
also checked when the observed tempera-
ture was not available for 1–5 days. Dur-
ing this situation, the algorithm continued 
to provide forecast at an acceptable quality 
level (better than the temperature forecast 
provided by the model of the considered 
meteorological services). 

Fig. 4.Algorithm steps.

6. TEMPERATURE DATA PROCESSING RESULTS

Results of data processing, using algo-
rithm described in Section IV, will be dis-
cussed in this section. The temperature data 
were analysed for three months in order to 

calculate bias and standard deviation.
The evaluation of statistical parameters 

of corrected forecast error is given in Table 
2.

Table 2. Statistical Parameters of Error for Corrected Temperature Forecast (for each 3 h) Using KF

January February March
model KF model KF model KF

Bias, °C 0.752 0.025 0.5960 0.0007 0.686 0.002
Std. dev., °C 3.251 2.599 1.9958 1.3057 1.448 1.221

Results in Table 2 show a decrease 
in systematic bias for corrected forecast 
temperature. Standard deviation slightly 
decreased as well. The observed decrease in 
the bias error is more than 100 times com-

paring with uncorrected forecast. Standard 
deviation decreases in average by 20 %.  

Figure 5 shows the distribution of tem-
perature error after meteorological data pro-
cessing by KF.
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Fig. 5. The distribution of the temperature error after correction using KF for Riga.

Figure 5 shows that error values (differ-
ence between the corrected and measured 
temperature) are concentrated around zero 
and the shape of histogram is very similar 
to the normal one. Corrected values by KF 
follow the measured values more exactly 
comparing with direct output of tempera-
ture model (forecast values). Error distribu-

tion (for February 2018) between forecast 
and measured values is shown in Fig. 2. 

Additional experiment was conducted 
for forecast temperature in summer time. 
The forecast temperatures using model 
were taken from the meteorological service 
gismeteo.ru.  
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Fig. 6. The distribution of forecast error (www.gismeteo.ru) for Riga from 11 to 19 July 2018.
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 The temperatures were forecast for 
the period of 11–19 July 2018 for Riga 
(Latvia). During this period, the heat wave 
reached the region of Riga. The distribu-
tion of temperature difference between 
the forecast and measured temperature is 
shown in Fig. 6. There are significant error 
components in the range of 1 to 3 degree. 
This indicates that it was quite complicated 
to forecast precisely temperature dynamics 
during this period. One of the reasons can 

be that the air was warm itself and there 
was no need for sun to spend energy to 
maintain it warm. However, sun energy 
can be spent to increase air temperature 
at once. Therefore, temperature highly 
depends (more than usually) on the level 
of cloudiness. The forecast for cloudiness 
was quite unstable during this period and 
in some cases was stable only for next 8 
hours. 
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Fig. 7. Measured temperature and its forecast using  
KF for Riga from 14 to 19 July 2018.

The results of temperature data (the 
forecast and measurement data) process-
ing are shown in Fig. 7. The temperature 
data processing algorithm gives the cor-
rected forecast for next three hours based 
on the observed temperature for the pres-
ent moment and temperature dynamics 
from the past period. This temperature 
dynamics is reflected by values of regres-
sion coefficients. Other mode of tempera-

ture data processing by KF was checked, 
when data processing algorithm worked 
a certain period with availability of the 
observed temperature data and the algo-
rithm estimated regression coefficients, 
then the measured temperature was not 
available and algorithm used the predicted 
temperature value instead. The results of 
such processing are shown in Fig. 8.
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Fig. 8. Measured temperature and its forecast using KF 
(without the use of the measured temperature data) for Riga from 13 to 19 July 2018.

The measured temperature was avail-
able from 11 July, 00-00 till 12 July, 00-00, 
and temperature was not available from 
12-07, 01-00 till 19-07, 00-00. The correc-
tion of the forecast was still working but not 
so good compared with the situation when 
the observed temperatures were available, 
but still better than an initial forecast. Fig-
ure 8 shows that a forecasting error increases 
with time. This is logical as KF adjustment 
became worse, because the measured data 
were not available for correction. 

Additional data processing (by KF) 
with the use of “past” temperature statistics 
allows improving precision of temperature 
forecast. This is especially true when the 
meteorological service uses  an improper 
model of the temperature forecast for a local 
area of interest. KF uses real measurement 

data to provide optimal estimates of the 
system states [9], [10]. This means that the 
algorithm can take into account temperature 
changes due to the natural factors (altitude, 
type of local area, etc.), and changes in 
temperatures due to human factors which 
are difficult to model, but this information 
can be easily integrated into KF measure-
ments. For example, the temperature sen-
sor (needed for heating system adjustment 
in the room) is fixed somewhere near the 
window of the house. In wintertime, the 
window can be open and local temperature 
sensor will indicate that it is warmer out-
side and the heating system will provide 
less heating, as KF output will react on the 
obtained sensor measurement by increasing 
the forecast temperature. This is an advan-
tageous behaviour of such an algorithm.

7. PRACTICAL IMPLEMENTATION  
OF THE WEATHER PREDICTION ALGORITHM

Great part of general energy consumed 
by buildings increased interest in optimiz-

ing building operation and promoted the 
development of new approaches to climate 
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control in premises. The present study uses 
the algorithm providing correction of air 
temperature forecast within the next three 
hours [11], [12].

Figure 9 shows the implementation of 
the advanced algorithm of temperature pre-
diction using Python.

Fig. 9. Control system developed by Python using a weather prediction algorithm.

Control system developed by Python 
can regulate the curve of building heating 
based on the external temperature forecast. 
The idea of the developed management 
logic consists in adjusting the heating curve 
depending on a future state [13]-[15]. The 
research describes the shifted profile of 
external temperature, and the changed curve 
of heating is calculated according to a set 
of parameter settings for the whole heating 
season. Weather forecast data are based on 
Eurometeo (www.eurometeo.ru) or Gisme-
teo (www.gismeteo.ru) databases consider-
ing the typical meteorological year. There 

were a number of tests performed to select 
the best period for the shift, and, finally, the 
period of one-hour standby was used. The 
results during the modelling were obtained 
in Matlab & Python [16], [17].

We managed to integrate it into the 
building old automatic equipment using 
OPC (Open Platform Communications) 
standard. We used Matlab machine learn-
ing toolbox and weather forecast. OPC is 
the interoperability standard for secure and 
reliable exchange of data in an industrial 
automation area [17]. By analysing next 
day weather forecast and the database with 
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data from wireless temperature sensors, a 
self-learning algorithm was created that 
allowed adjusting automatic equipment of 
the building.

This program analysis of Matlab helps 
define energy efficiency of buildings 

according to the European standard EN 
15603. This standard sets rules for energy 
consumption assessment in the building and 
methods, which should be used to deter-
mine nominal parameters of building engi-
neering systems.

8. CONCLUSIONS

The article proposed a new method of 
gathering and processing the meteorologi-
cal data from the meteorological service. 
This algorithm can significantly increase 
the accuracy of short-term forecast of 
external air temperature. The considered 
algorithm provides temperature forecast 
correction for the next three hours. The 
temperature data processing by KF pro-
vides bias (decrease100 times) and standard 
deviation (decrease by 20  %) decreasing 
forecasted temperature error. The design 
of Kalman filter can be simplified owing to 

data availability from different temperature 
forecast models. Therefore, it can provide 
the best temperature for enzymatic detec-
tion to ensure the accuracy of results. Such 
an algorithm takes into account unmodelled 
temperature deviations based on a series of 
measured temperatures. It was shown that 
useful temperature correction could be pro-
vided when the observed temperature was 
not available. One of the possible improve-
ments of the analysed algorithm can be 
automatic tuning implementation.

9. FUTURE RESEARCH

In future, it is planned to address all 
the above-mentioned problems within the 
framework of research by providing the fol-
lowing solutions:

Several weathers forecast models used 
at the prediction stage of KF could poten-
tially decrease a temperature forecast error. 
Introducing adaptive tuning of KF noise 
matrix coefficients makes set up of data 

processing faster. As weather is a nonlin-
ear dynamic system, another type of KF – 
unscented Kalman filter – can be applied for 
better tackling with system nonlinearity.

Next research of our control algorithm 
will include human occupancy in the build-
ing. New algorithm using machine learn-
ing and building new data will upgrade our 
model results.
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An effective and accurate methodology is developed to create an inverse surrogate model 
for the mass reduction analysis of the rod in the rod bundle inserted in the crossflow. The 
performance of two surrogate modelling approaches has been evaluated. These models are 
the Response Surface Method and Legendre polynomial approximations. The relationship 
between dominant frequencies, support stiffness and rod mass derived from Computational 
Fluid Dynamics simulations is used as input data for approximations. The selection of sample 
points is implemented with a new type of orthogonal design. The results have shown that the 
proposed methodology can reliably replace the finite volume model and drastically reduce 
computational time. 
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1. INTRODUCTION

For the safe operation of engineer-
ing equipment, it is necessary to continu-
ously monitor whether the system does not 
exceed its operational limits and does not 
compromise its structural integrity. Rela-
tively frequently it is not possible to mea-
sure changes in the internal elements of the 

system directly during the operation of the 
equipment, for example, in heat exchangers 
or nuclear reactor assembly. For complex 
systems, their behaviour as a function of the 
input parameters is generally not known. 
In such situations, physical and numerical 
experiments can often be the only way to 
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determine the relevant relationships. Nev-
ertheless, full-model simulations would 
require long calculations from several hours 
to several days or weeks, even using high-
performance computing resources. That 
approach is not applicable to the monitoring 
of the system during its operation. There-
fore, to reduce computing time, simplified 
models – surrogate models or metamod-
els – are used that approximate the origi-
nal model. Adequate mathematical models 
can be used to detect as early as possible 
changes in the typical behaviour of the sys-
tem that could indicate its malfunction and 
structural integrity problems.

This study focuses on heat exchangers 
consisting of a bundle of rods placed in a 
highly turbulent crossflow. Flow induces 
rod vibrations with a typical spectrum that 
can be used to indirectly detect changes 
in system parameters. The decrease in the 
mass of the rod may be one of the param-
eters indicating that damage has occurred in 
the installation. Therefore, Computational 
Fluid Dynamics (CFD) simulations and 
surrogate modelling approaches are used 
to find the relationship between the mass of 
the rod and the dominant frequencies.

In the literature, various types of 
engineering problems are solved through 
surrogate models such as design optimi-
zation, uncertainty quantification, param-
eter identification, sensitivity analysis 
or inverse problems. Available surrogate 
models include, e.g., Response Surface 
Method (RSM), Kriging (or Gaussian pro-
cess modelling), radial basis functions and 
artificial neural networks. RSM is predi-
cated on the assumption that many physi-
cal systems are smooth and continuous and 
can be well approximated, at least in the 
region of interest, by low-order polynomi-
als [1]. As follows from [2], the polynomial 
approximation is not applicable to highly 
non-linear functions, but in cases of low 

non-linearity and low dimensions, it is an 
effective approach. The Kriging method is 
of most use when the true function is par-
ticularly computationally intensive, e.g., a 
CFD-based calculation [3]. As an example, 
we can mention the minimization of vortex-
induced vibrations using Kriging described 
by Filho et al. [4]. Banyay et al. [5], [6] 
used Kriging surrogate for global sensitiv-
ity analysis of flow-induced vibrations. In 
the present paper, low-order (less than 4th 
order) polynomials and Legendre polyno-
mial were investigated. Two-factor forward 
and inverse surrogate models were created.

The training data set for the surrogate 
model development is generated by exercis-
ing complex high accuracy models such as 
finite volume or finite element models. The 
selection of sample points can be imple-
mented through the design of experiments. 
The design of experiments is very impor-
tant for a high-quality surrogate model. 
There are several metrics to determine the 
adequacy and goodness of fit of the model, 
such as a root mean square error, cross-vali-
dation error, T-tests or Pearson’s χ2 test, etc. 
As mentioned by Greenwood and Nikulin 
[7], when the amount of data is small, no 
test is very good, and when there are a lot 
of high-quality data almost any test, prop-
erly designed and applied, will give good 
results. However, when addressing prob-
lems with high computational costs, an 
effective sampling plan must be sought, 
which means a minimum number of points 
that provide a surrogate model with good 
precision. Techniques that are commonly 
considered are Latin Hypercube Sampling, 
Central Composite Design (CCD), orthogo-
nal arrays, factorial designs. In this study, a 
new type of orthogonal design [8] is used. 
Based on the obtained sample points, the 
selection of initial conditions for the full-
order model is carried out.

The paper is structured as follows. In 
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Section 2, the CFD approach applied to 
obtain the results of the full model is for-
mulated. Section 3 describes the types of 
employed surrogate models, the sampling 

method and the model accuracy metrics. 
Verification results are presented in Section 
4. Finally, concluding remarks are given in 
Section 5.

2. HIGH-FIDELITY COMPUTATION 

The full model uses the configuration 
of the rod bundle described in Upnere et al. 
[9], in which laboratory experiments were 
carried out to examine the vibrations of 
single flexible-mounted rod caused by the 
crossflow in the rigid rod array. The con-
figuration has a triangular array with pitch-
to-diameter ratio, P/d = 1.1. The rod diam-
eter is 8 mm and it is made of steel (in the 
laboratory experiment).

The open-source CFD tool OpenFOAM 
2.4.x was used to solve differential equa-
tions of mass and momentum. Unsteady 
Reynolds-Averaged Navier–Stokes 
(URANS) equations are solved using the 
k-ω SST turbulence model to ensure the 
closure of the equation system. A lowReyn-
olds turbulence model approach was used. 
The 2D problem was addressed to simplify 
numerical calculations.

2.1 Description of the Numerical Model

The investigation of an appropri-
ate computational domain was achieved 
through a decoupling approach. The num-
ber of cylinders was reduced by columns 
in the in-flow direction and by rows in the 
crossflow direction. Several computational 
domains were analysed to find an optimal 
case given both the accuracy of the results 
and the cost of computing. The columns and 
rows of the cylinder arrays were decreased 
step by step with a decrement 1. Other con-
ditions remained the same. The drag force 
Fx was used to compare the impact of array 
rows and columns.

The largest analysed domain was a 4×5 

cylinder array, see the domain A in Fig. 1. 
Decreasing rows from four to two changes 
the force Fx by less than 1 %. The boundary 
condition at the top and bottom is simplified 
as a symmetry condition. The reduction of 
columns in the direction of flow by remov-
ing one column behind the test cylinder 
causes a non-significant change in the calcu-
lated force. In contrast, the reduction of one 
column in the direction of upstream causes 
a change of approximately 4 %. Because 
of the above, the domain B (see Fig. 1) can 
be considered an optimal computational 
domain for the analysed Reynolds numbers 
and array configuration.

Fig. 1. Analysed computational domains. The centre of the test cylinder is marked with the red cross.



53

As RANS-type calculations are per-
formed that are time-averaged, it is possible 
to determine a typical distribution of flow 
between two adjacent cylinders, see the 
green dotted line in the domain B. Using the 
found flow profile as an inflow boundary 
condition, the computational domain can be 
reduced to a 2×2 array of cylinders, see the 
domain C in Fig. 1. This approach is use-
ful because the developed surrogate mod-
els require a set of calculations that change 
only the mass and support stiffness of the 
test cylinder and not the characteristic of the 
inlet flow. Operating pressure p = 0 Pa was 
defined on the outflow boundary.

Different mesh refinements were stud-
ied to avoid the influence of the cell size on 
the numerical simulations. As a low-Reyn-

olds turbulence model was used, particular 
attention was paid to the correct description 
of the boundary layer around cylinders. The 
final version of the mesh contains 476 000 
cell elements. Around cylinders, it contains 
25 layers with an expansion ratio of 1.05, 
providing y+ less than 1.

Based on studies available in the lit-
erature, it is known that the largest oscilla-
tions are in a direction perpendicular to the 
flow and therefore the movement of the test 
cylinder is only allowed in the transverse 
direction. The rotation of the test cylinder 
is also not allowed. The movement of the 
test cylinder in crossflow was studied by 
mounting it as a massspring system, where 
m is the mass of the oscillating part and k 
is the stiffness coefficient of the mounting.

2.2 Verification and Validation of the Model

According to Roache [10], the quanti-
fication of uncertainty in numerical simu-
lations contains the three most important 
items: verification of codes, verification 
of calculations and validation. Since stan-
dard OpenFOAM solvers are used in the 
modelling process, the verification of the 
code is not carried out in this case. Solu-

tion verification is carried out using flow 
simulation around a single cylinder at Re = 
11000 and comparing integral parameters 
with data available in the literature. Table 
1 shows a summary of the drag coefficient, 

, where u is flow velocity, S 
is an area that interacts with the flow and 
Strouhal number, St, from the various studies.

Table 1. Comparison of the Modelled and Experimental Results  
of the Drag Coefficient Cd and Strouhal Number St

The study Cd St
Khan et al. [11], RANS, 2D 1.150 0.201
Khan et al. [11], RANS, 3D 1.210 0.203
Dong et al. [12], DNS 1.208 0.209
Wornom et al. [13], LES 1.22 0.20
Nguyen and Nguyen [14], DES 1.133 0.200
Gopalkrishnan [15], Exp 1.186 0.193
Norberg [16], Exp - 0.202
Present study, URANS, 2D 1.19 0.21

The analysis of the test case allows 
selecting the optimal turbulence model, 
boundary conditions and computational cell 
size.

The model validation was implemented 

by comparing the numerical results with 
the experimental drag force values, Cd, the 
natural frequency of the test rod in the flow, 
fn and the flow-induced frequency ft. The 
results obtained are summarised in Table 2.
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Table 2. Validation of the Full Numerical Model

The study fn ft Cd

Experiment (Upnere et al., 2020) 58.50 27.30 0.346
CFD, 2D 59.32 28.66 0.359
CFD, 3D - 28.56 0.352

As shown in Table 2, the difference 
between the results of CFD and the experi-

mental measurements obtained is less than 
5 %.

2.3 Dominant Frequencies

The dominant frequencies were deter-
mined using the movement of the test cyl-
inder and the calculated lift coefficient. The 
fast Fourier transform (FFT) and inverse 

FFT method were applied to time series 
obtained from numerical simulations. The 
FFT approach was implemented in Matlab.

3. SURROGATE MODELLING

3.1 Design of Experiments

The selection of sampling points has a 
major effect on building a reliable surrogate 
model. Space-filling designs become a pri-
mary consideration for the design of com-
puter simulation experiments [1]. Space-
filling design allows selecting those sample 
points that are distributed within the entire 
domain.

In this study, the new class of experi-
mental designs described in [8] is used. 
Unlike classical CCD designs, in this case, 
all design points are within the research 
domain. Orthogonal designs of this type are 
particularly suitable for use with orthogonal 
Legendre polynomials detailed in the next 
subsection. This approach allows avoiding 
problems related to the optimal selection 
of significant terms, for example, in cases 
where the number of points is not much 
larger than the total number of possible 
terms. The following constraints were used 
to develop the experimental design [8]: 1) 
all experimental points were located in the 
unit cube [-1, 1]l; 2) designs had central 
symmetry, axial symmetry and 90-degree 

rotation symmetry properties; 3) designs 
were invariant to the permutation of input 
variables; 4) designs gave replications of 
centre point; 5) designs were orthogonal; 6) 
designs were D-optimal.

Figure 2 shows the 13-point orthogonal 
design used in the study to create a surro-
gate model with mass m = [0.2765; 0.3253] 
and stiffness coefficient k = [15725; 18500] 
as factors.

Fig. 2. The two factors (mass m and stiffness 
coefficient k) orthogonal design with 13 points.
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3.2 Response Surface Method

Polynomial approximations produce 
surrogate models using low-order polyno-
mials in a relatively small region of param-
eter space [2]. If the response function to 

be studied is expected to be linear, the first-
order polynomial approximation can be 
used, defined as [17]:

	  (1)

where ŷ is the system response, xi, i = 0, 1,…, n, are independent variables, the parameters βi 
are called the regression coefficients, ε represents the noise or error observed in the response 
y assumed to be independent and normally distributed with mean zero and constant variance 
σ2.

If the system under investigation is non-
linear, a higher-order polynomial should be 
used. For example, in the general case, a 

second-order polynomial regression model 
with n simulation inputs is as shown below:

	  (2)

Regression coefficients β in Eq. (2) are 
estimated applying the least-squares crite-
rion

	  (3)

where w denotes the n-dimensional vec-
tor with the simulation outputs. The least-
squares estimator  exists if and only if the 

inverse of X’X exists; e.g.,  exists if X is 
orthogonal [18]. The method of the least 
squares returns the vector of the regression 
model parameters, which minimizes the 
sum of squared errors between the predic-
tions of the regression model and the values 
of the true function.

3.3 Legendre Polynomial Approximation

The Legendre polynomials Pi(x) are 
defined over x ∈ [-1; 1] by the recurrence 
relation as [19]:

	  (4)

The classic and discrete Legendre poly-
nomials are orthogonal. In this study, ortho-
normal Legendre polynomials are used, 
which means that all terms must be multi-

plied by . For onedimensional prob-
lem the first 4 orthonormal polynomials are:
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	  (5)

The multivariable polynomial terms are 
the product of single variable polynomials 
and they are orthonormal. The property of 
orthonormality allows for optimal selection 
of significant terms in the approximation 
polynomial function [8]. This is useful in 
cases where multivariate high order polyno-
mials are used since in such situations the 

number of terms is rapidly increased and 
makes the application more difficult. The 
cross-validation criterion is used to decide 
whether to eliminate or keep the term with 
a small Euclid norm [8]:

  (6)

In surrogate models, assessment meth-
ods should be applied to check if the devel-
oped models are adequate. The selection of 
approximations here is based on strategies 
described in the next subsection.

3.4 Surrogate Model Adequacy and Fitting

Myers et al. [1] define two steps for 
checking the response surface: 1) to exam-
ine the fitted model to ensure that it provides 
an adequate approximation to the true sys-
tem and 2) to verify that none of the least-
squares regression assumptions is violated.

One of the techniques for checking 
model adequacy is residual analysis. In the 
context of surrogate modelling, the residual 
is defined as

 (7)

In the plot of residuals ei versus the 
predicted response , the residuals should 
scatter randomly, suggesting that the vari-
ance of the original observations is constant 
for all values of y.

To estimate the generalization error, 
leave-k-out cross-validations commonly 
used. The cross-validation error can be 
used for surrogate model parameter estima-
tion, model selection and validation when 
it is too costly to employ a separate vali-
dation data set [3]. Based on the study of 
Meckesheimer et al. [20], the value of k = 1 
is recommended for providing a prediction 
error estimate for low-order polynomials, 
and for Kriging surrogate models it is rec-

ommended to select k as a function of the 
fitting design size, for example, k = 0.1N 
or . In this study, the relative cross-
validation error is expressed as:

	  (8)

where  denotes the prediction of the 
response using the surrogate model created 
without the point i (i=1, 2, …, n) and  is 
the average value of y.

For regression models, R2-type metrics 
(R2 is the coefficient of determination) are 
the commonly used goodness-of-fit mea-
sure. An adjusted coefficient of determina-
tion R2

adj is used to avoid the fact that add-
ing a variable to the model always increases 
the value of R2. Pearson’s χ2 test is another 
commonly used metric. The χ2 test is a 
goodness-of-fit test to see whether the data 
are in concordance with the null hypothesis 
H0 [7]. Pearson’s χ2 test indicates whether 
the frequency distribution of specific events 
observed in the sample corresponds to a 
theoretical distribution.
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4. RESULTS

CFD simulations are used to obtain 
the response values in the sampling points. 
The values from the high-fidelity model 

are applied to construct an approximation 
model that would indirectly detect a change 
in the mass of the rod.

4.1 Forward Model

Based on the results of the laboratory 
experiments described in Upnere et al. [9], 
the frequency ratio between the natural 
frequency of the rod in the flow fn and the 
flow-induced frequency ft is selected as a 
response for the surrogate modelling.

As the design of experiments (see Fig. 
2) is orthogonal, Legendre polynomials can 
be used as an approximation. The transfor-
mation from physical units to the unit cube 
[-1; 1]2 is as follows:

	  (9)

where m = [0.2765, 0.3253] and k = [15725, 
18500].

Analysis of the significance of polyno-
mial terms based on Euclid norm in Eq. (6) 
shows that the coefficient per term does not 
depend on the number of terms used for 
approximation. This is due to the orthogo-
nality of the design of experiments. From 
the relative cross-validation error depend-
ing on the number of terms of the Legendre 
polynomials presented in Fig. 3a, it follows 
that half of the polynomial terms can be dis-
carded without affecting the outcome.

Fig. 3. Legendre polynomials: (a) the relative cross-validation error depending on the number of orthogonal 
terms; (b) response surface of 5-term Legendre polynomials in the unit cube.

The response surface of the 5-terms 
polynomial model in the unit cube is shown 

in Fig. 3b and the corresponding Legendre 
polynomial can be described as follows:

	  (10)
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In addition to Legendre polynomials, 
the first, second and third-order polynomials 
are investigated. The comparative results of 

the model quality metrics are summarised 
in Table 3.

Table 3. Approximation Quality Indicators of the Forward Model

Approximation σcr% R2
adj

First-order 8.31 0.996
Second-order 8.16 0.998
Third-order 22.96 0.998
Legendre 6.85 0.998

Table 3 shows that there is a small dif-
ference between the first- and second-order 
polynomial approximation which gives 
8.31 % and 8.16 % cross-validation error, 
respectively. From Fig. 3a and Table 3 it 
follows that the lowest error – 6.85 % is 
obtained by 5-term Legendre polynomials.

The adequacy of the model is also con-
firmed by plots of residuals that are ran-
domly scattered (see Fig.  4). The residual 
versus response ft/fn is shown in Fig. 4a. The 
residual values are not correlated with fac-
tors x1 and x2. The example of the residual 
versus input x1 is presented in Fig. 4b.

 

Fig. 4. The residual and regression line: (a) the residual values vs. response; (b) the residual vs. factor x1.

4.2 Inverse Model

The inverse surrogate model for predict-
ing changes of the oscillating cylinder mass 
was created using ft/fn and k as factors. The 
formulas for transformation to unit cube for 
Legendre polynomials are:

 (11)

where ft/fn = [0.746816665, 0.800498909] 
and k = [15934.5382978725, 
18290.4617021275].

As the design of experiments is not 
orthogonal, the coefficients for the terms of 
the Legendre polynomials vary depending 
on the number of terms. Therefore, the use 
of Legendre polynomials is not as effective 
as in the forward model. The comparative 
results of the model quality metrics are 
summarised in Table 4.
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Table 4. Approximation Quality Indicators of the Inverse Model

Approximation σcr% R2
adj

First-order 11.52 0.992
Second-order 11.37 0.996
Third-order 36.41 0.995
Legendre 8.95 0.997

As can be seen from Table 4, there is 
only one method of approximation, for 
which the crossvalidation error is less than 
10 %, the 4-term Legendre polynomials. 
Therefore, the Legendre polynomials were 

selected for building the surrogate model. 
Figure  5 presents response surfaces of 
4-term Legendre polynomials and the rela-
tive cross-validation error depending on the 
number of terms.

Fig. 5. Legendre polynomials of inverse surrogate model: (a) the response surface designed using 4 terms; (b) 
the relative cross-validation error vs. terms of the polynomial.

The residual graph shows the absence 
of correlation between the response and 

residual values. Examples of residuals are 
shown in Fig. 6.

Fig. 6. Residual values and regression line of the inverse surrogate model: (a) the residual versus predicted 
response; (b) residual values versus input x2.

The obtained model equation using 4-term Legendre polynomials is as follows:

 (12)
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The inverse model verification was 
implemented by selecting specific points 
and comparing the results of the model 
and numerical experiments at these points. 
The comparison graph is shown in Fig. 7. 
The confidence interval CI is determined 
to measure the uncertainty around the esti-
mated values:

 (13)

where σ is standard deviation and for 95 % 
CI z = 1.96. The upper and the lower con-
fidence bound can be seen in Fig. 7 with a 
dashed blue line.

From Fig. 7, it can be concluded that 
the resulting surrogate model can predict 

the behaviour of the analysed model system 
with high precision – when input factor val-
ues are changed within 15 %, the difference 
is less than 1.5 %.

Fig. 7. Verification of the inverse surrogate model if 
the stiffness coefficient is 17600 N/m.

5. CONCLUSIONS 

A methodology was developed for cre-
ating a surrogate model for the mass reduc-
tion analysis of the rod in the rod bundle 
inserted in the crossflow. The interaction 
between mass and stiffness as factors and 
frequency ratio as the response was applied 
to build the forward model. The inverse sur-
rogate model was created using mass as a 
function of stiffness and frequency ratio.

The new third-order orthogonal design 
of experiments was used to define sample 
points. Orthogonality of the experimental 
design allowed for simple elimination of 
insignificant terms in Legendre polynomial 
approximations.

Four methods of approximation were 
investigated: first-, second- and third-order 
polynomials and Legendre polynomials. 
The most appropriate approximation for 
both the direct and inverse models for the 

problem under study was obtained using 
Legendre polynomials. The corresponding 
cross-validation errors were 6.85 % and 
8.95 %. Verification of the inverse model 
showed that the difference between the 
results of the CFD calculations and the pre-
dicted values of the surrogate model was 
less than 1.5 %.

The analysis carried out showed that 
the developed method of approximation 
and the obtained factors-response relation-
ships had a good fit with numerical experi-
ments. The results also demonstrated that 
the surrogate model could reliably replace 
the finite volume simulations and drasti-
cally reduce computational time. Therefore, 
the proposed methodology is useful in the 
monitoring of cooling systems as well as in 
the design process of such systems.
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In this paper, a kinematic analysis of Theo Jansen’s stepping mechanism has been carried 
out and an algorithm for finding the output link trajectory from the given dimensions of the 
stepping mechanism elements, implemented by Mathcad program, has been developed. It is 
possible to output characterising parameters of all intermediate links with any number of inter-
mediate links of a step cycle of the mechanism. The dimensions of the mechanism elements 
have been selected so that they provide the optimal smooth trajectory of the stepping point, 
minimising the mechanism oscillations in the vertical plane. A comparison of the trajectories 
of the foot in this study with the classical trajectory of Theo Jansen and the trajectory from 
article [7] has been provided. A minimum swing of the oscillation of the centre of mechanism 
masses in the vertical plane has been selected as an optimality criterion, combined with the 
maximum smoothness of the trajectory, provided that maximization of the step height is not 
required.

Keywords: Kinematic analysis, step trajectory, Theo Jansen mechanism.

1. INTRODUCTION

Robotics is one of the fastest growing 
areas of modern science. A topical direction 
in this area is the development and study of 
stepping mechanisms. Theo Jansen’s [1], 
[2] stepping mechanism, simulating the 
gait of a living organism, is widely-known. 
Theo Jansen’s “beach animals” created on 

this principle from plastic pipes are set in 
motion by the force of the wind. In [3], an 
overview of the work on the applications 
of the Jansen mechanism in various fields 
is given. It was stated that the majority of 
developments were at the research stage. In 
[4], a detailed study of the Jansen mecha-
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nism was carried out, the trajectory of 
the stepping point was determined, and a 
modification of the basic mechanism was 
proposed in order to improve its character-
istics. In [5], a method for increasing the 
maneuverability through a mechanism with 
5 links implementing a step height change 
was proposed. To find the trajectory of the 

proposed mechanism and the Jansen mech-
anism, an analytical method was applied 
using complex number forms. The problem 
of stability of stepping mechanisms was 
investigated in [6]. In [7], a structural anal-
ysis of the Jansen mechanism was carried 
out and the trajectory of the output link was 
determined from 12 intermediate positions. 

2. THEORY

The scheme of the stepping mecha-
nism (Theo Jansen’s mechanism) is shown 
in Fig. 1. It consists of two stiff triangles 
AON, FBT and rods KA = a, KВ = z,  
NF = g, OB = l, O1K=r. Points А, О, N, B, 
F, K, O1 are hinges, with O and O1 being 
fixed firmly. By rotating the rod O1K(r) 
against the clock, the mechanism is set in 
motion. The step trajectory is implemented 

by vertex T of triangle FBT. Let us denote 
the sides of the triangles as AN=w, OA=v, 
ON=u , FB=f, BT=p, FT=s, ∠AON=α, 
∠FBT=β, distance ОО1 =d. It is necessary 
to select numerical values ​​for parameters r, 
a, z, d, g, l, v, u, w, f, p, s, which provide 
the optimal trajectory of point T. We intro-
duce a rectangular coordinate system xOy 
(Fig. 1), then the coordinates of point T.

Fig. 1. Scheme of the stepping mechanism.

                                                                     (1) 

where хВ, уВ are the coordinates of point В, 

angle ρ is the angle between horizontal BE 
and side ВТ of the lower triangle (Fig. 1). 
To obtain the coordinates of point B, the 
vector equality is used:
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,OB OK KB= +
  

 (2)

where  .   

Or:

,l d r z= + +
   

 (3)

This equality in coordinate form:

 

, (4)

where φ is the angle between the horizon-
tal and О1К, χ is the angle between Ox and 
ОВ, δ is the angle between the horizontal 
and КВ (Fig.1). From (4) it follows:

sin sin sin
cos cos cos

z l r
z l r d

δ χ φ
δ χ φ

⋅ = ⋅ − ⋅
⋅ = ⋅ − ⋅ − 	

, (5)

and by the ratio:

	  (6)

the expression is found: 

sin cos ,A B Cχ χ⋅ + ⋅ =  (7)

where 

 (8)

In (7), a replacement is used: 

 (9)

where 

Resulting in a quadratic equation:

 (10)

the roots of which will be real at a positive 
discriminant: 

 (11)

( )
( ) CB

CBAA
CB

BCCBAAt
+

−+±
=

+⋅
−⋅+⋅−⋅±⋅

=
2222

2,1 2
)(442

,  (12)

then

                                                                                     (13)

The graph of χ2 depending on angle φ is 
shown in Fig. 2, and angle χ1 corresponds to 

an unrealizable trajectory (the mechanism 
is mirrored relative to the horizontal).



66

 Fig. 2. Dependence of χ2 on angle φ.

The coordinates of point B (Fig. 3) will be:





⋅=
⋅=

))(sin(
))(cos(

2

2

ϕχ
ϕχ

ly
lx

B

B .  (14)

Fig. 3. Trajectory of point. 

Similarly, the coordinates of point A are 
found:

 (15)

Taking into account that

  then

 (16)

The coordinate form of these relationships is:

              (17)

where  

From the ratio:

( )( ) 222 coscos)sinsin( adrvrv =+⋅−⋅+⋅−⋅ ϕψϕψ , (18)
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we find A1: 

111 cossin CBA =⋅+⋅ ψψ , (19)

where

    (20)

In B (19) a replacement is used:

 (21)

where  и  (22)

resulting in a quadratic equation in relation 
to τ:

0)(2)( 111
2

11 =−+⋅⋅−⋅+ BCACB ττ . (23)

The roots of this quadratic equation: 

 (24)

with the corresponding angles:

( )2,12,1 2 τψ arctg⋅= , (25)

Thus, ψ1,2  will be real if the discrim-
inant is positive A1

2 + B1
2 – C1

2 ≥ 0.  The 
dependence of ψ1 on angle φ is shown in 
Fig. 4, and the angle ψ2 corresponds to an 
unrealizable trajectory.

Fig. 4. Dependence of ψ1 on angle φ.

The coordinates of point A (Fig. 5) are 
found as follows:





⋅=
⋅=

))(sin(
))(cos(

1

1

ϕψ
ϕψ

vy
vx

A

A . (26)

Fig. 5. Trajectory of point A. 
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From quadrilateral BFNO (Fig.  6) the 
angle ρ is determined (BE – horizontal):

	
2 ( ) ( ) ( ) ( )π ρ φ η φ ν φ β γ φ− = + + + . (27)

Angles ν and η are determined after 
dividing the quadrilateral by diagonal b into 
two triangles (Fig. 6).

Fig .6. Angles in BFNO (BN=b).

According to the cosine theorem:

))(cos(2)( 22 ϕγϕ ⋅⋅⋅−+= lulub , (28)

with

αϕχϕψπϕγ −−−⋅= )()(2)( 21 , (29)

where α is found from triangle АОN (Fig.1): 









⋅⋅
−+

=
vu

wuv
2

arccos
222

α .

The change in the length of diagonal 
BN = b depending on angle φ is shown in 
Fig. 7. The graph of Eq.  (29) is shown in 
Fig. 8.

Fig. 7. Dependence of diagonal b on angle φ.

Similarly:

νcos2222 ⋅⋅⋅−+= bllbu , (30)

where









⋅⋅
−+
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ulb

)(2
)(arccos)(

222

ϕ
ϕϕν . (31)
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Fig. 8. Dependence of angle γ on φ.

Similarly:

 (32) 






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=
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)(2
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Fig. 9. Dependence of angle ρ on angle φ.

Then we find: 

( ) ( ) ( ) ( )í ç  ÷ρ ϕ π β ϕ ϕ ϕ= + + + − , (34)

where angle β is defined from triangle FBT 
(Fig. 1):
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Figures 10–12 show examples of trajec-
tories of stepping point T defined by (1) for 

different sizes of the elements of the mecha-
nism.

Fig. 10. Invalid trajectory of point T.

Fig. 11. Acceptable trajectory of point T. 

Fig. 12. Optimal trajectory of point T.

RESULTS AND DISCUSSION 

 The optimal dimensions of the ele-
ments of the stepping mechanism were 
selected (Fig.  1): r=20(О1К), a=68(КА), 
z=85(ВК), d=61(ОО1), g=65(NF), l=54(OB),  
v=56(OA), u=55(NO), w=76(AN),  f=50(FB),  
p=66(BT),  s=90(FT). In this case, it is nec-
essary to raise point О1 of the mechanism 
above the horizontal so that the straight line 
ОО1 makes the angle of 5° with the hori-
zontal, which brings the lower part of the 

trajectory (Fig.12) closer to the horizontal. 
The swing amplitude of the gravity centre 
of the mechanism in the vertical plane at 
the given dimensions is approximately 3.2 
at the step length of 78.3. 

For comparison, Fig. 13 shows the tra-
jectory of the mechanisms created by Theo 
Jansen, the dimensions of the elements are 
taken from [4] and are given in the second 
column of Table 1. Figure 14 shows the tra-
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jectory obtained in [7], the corresponding 
dimensions of the elements taken from the 
illustration in this work (the dimensions are 

not indicated by the authors) and are given 
in the third column of Table 1. 

Fig. 13. The trajectory of Theo Jansen’s mechanism.

Fig. 14. The trajectory of this work [7].

Table 1. Comparison of Dimensions and Parameters of Mechanisms

Parameter Theo Jansen Fomin А., et al. [7] Present research

r 15 40 20
a 50 137 68
z 61.9 167 85
d 38.79 107 61
g 39.4 106 65
l 39.3 107 54
v 41.5 111 56
u 40.1 108 55
w 55.8 149 76
f 36.7 97 50
p 49 129 66
s 65.7 174 90
Length of the step 67.8 172.5 78.3
Swing of occislations 3.2 6.3 3.2
Ratio 3.2/67.8=0.047 6.3/172.5=0.037 3.2/78.3=0.041

The bottom line of the table shows the 
main parameter characterising the oscilla-

tions of the centre of masses of the mecha-
nism in the vertical plane, which is equal to 
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the ratio of the swing of oscillations to the 
step length of the mechanism. The trajec-
tory of this work (Fig.  12) in this param-
eter exceeds the trajectory of Theo Jansen 
(Fig.  13), but it is less than the trajectory 
of [7] (Fig. 14). However, approximately in 

the centre, the lower part of the trajectory 
of work [7] has a slight deflection upward 
from the desired straight line, which gen-
erates unwanted oscillations of the mecha-
nism with a higher frequency compared to 
the main frequency of a full step. 

4. CONCLUSIONS

The trajectories of Theo Jansen and 
work [7] have a common defect – a sharp 
shape of the rear part. The transition from 
the bottom of the trajectories to the top part 
is not smooth. The trajectory proposed in 

this paper is free from this drawback and is 
smooth. These rationales allow us to con-
sider the trajectory proposed in this study 
as optimal.
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